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Chapter1

Key notions



Arguments

Logic is the business of evaluating arguments - identifying some of the good ones and
explaining why they are good.

In everyday language, we sometimes use the word ‘argument’ to talk about belligerent
shouting matches. Logic is not concerned with such teeth-gnashing and hair-pulling. They
are not arguments, in our sense; they are disagreements.

Giving an argument, in the sense relevant to logic (and other disciplines, like law and
philosophy), is something more like making a case. An argument presents reasons that
purport to favour - or support - a specific claim. Consider this example:

It is raining heavily.
If you do not take an umbrella, you will get soaked.
So: You should take an umbrella.

We here have a series of sentences. The word ‘So’ on the third line indicates that the final
sentence expresses the CONCLUSION of the argument. The two sentences before that ex-
press PREMISES of the argument. If the argument is well-constructed, the premises provide
reasons in favour of the conclusion. In this example, the premises do seem to support the
conclusion. At least they do, given the tacit assumption that you do not wish to get soaked.

This is the sort of thing that logicians are interested in. We shall say that an argument is
any collection of premises, together with a conclusion.’

In the example just given, we used individual sentences to express both of the argument’s
premises, and we used a third sentence to express the argument’s conclusion. Many argu-
ments are expressed in this way. But a single sentence can contain a complete argument.
Consider:

[ was wearing my sunglasses; so it must have been sunny.

! Because arguments are made of sentences, logicians are very concerned with the details of particular
words and phrases appearing in sentences. Logic thus also has close connections with linguistics, par-
ticularly that subdisipline of linguistics known as SEMANTICS, the theory of meaning.
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This argument has one premise followed by a conclusion.

Many arguments start with premises, and end with a conclusion. But not all of them.
The argument with which this section began might equally have been presented with the
conclusion at the beginning, like so:

You should take an umbrella. After all, it is raining heavily. And if you do not
take an umbrella, you will get soaked.

Equally, it might have been presented with the conclusion in the middle:

It is raining heavily. Accordingly, you should take an umbrella, given that if
you do not take an umbrella, you will get soaked.

When approaching an argument, we want to know whether or not the conclusion follows
from the premises. So the first thing to do is to separate out the conclusion from the
premises. As a guideline, the following words are often used to indicate an argument’s
conclusion:

so, therefore, hence, thus, accordingly, consequently

And these expressions often indicate that we are dealing with a premise, rather than a
conclusion

since, because, given that

But in analysing an argument, there is no substitute for a good nose.

Practice exercises

At the end of some sections, there are problems that review and explore the material
covered in the chapter. There is no substitute for actually working through some prob-
lems, because logic is more about a way of thinking than it is about memorising facts.

Highlight the phrase which expresses the conclusion of each of these arguments:

1. It is sunny. So I should take my sunglasses.

2. It must have been sunny. I did wear my sunglasses, after all.

3. No one but you has had their hands in the cookie-jar. And the scene of the crime is
littered with cookie-crumbs. You're the culprit!

4. Miss Scarlett and Professor Plum were in the study at the time of the murder. And
Reverend Green had the candlestick in the ballroom, and we know that there is no
blood on his hands. Hence Colonel Mustard did it in the kitchen with the lead-
piping. Recall, after all, that the gun had not been fired.



Valid arguments

In §1, we gave a very permissive account of what an argument is. To see just how permissive
it is, consider the following:

There is a bassoon-playing dragon in Rundle Mall.
So: Salvador Dali was a poker player.

We have been given a premise and a conclusion. So we have an argument. Admittedly, it
is a terrible argument. But it is still an argument.

2.1 Two ways that arguments can go wrong

It is worth pausing to ask what makes the argument so weak. In fact, there are two sources
of weakness. First: the argument’s (only) premise is obviously false. Rundle Mall has some
interesting buskers, but not quite that interesting. Second: the conclusion does not follow
from the premise of the argument. Even if there were a bassoon-playing dragon in Rundle
Mall, we would not be able to draw any conclusion about Dali’s predilection for poker.

What about the main argument discussed in §1? The premises of this argument might
well be false. It might be sunny outside; or it might be that you can avoid getting soaked
without taking an umbrella. But even if both premises were true, it does not necessarily
show you that you should take an umbrella. Perhaps you enjoy walking in the rain, and
you would like to get soaked. So, even if both premises were true, the conclusion might
nonetheless be false. (If we were to add the formerly tacit assumption that you do not
wish to get soaked as a further premise, then the premises taken together would provide
support for the conclusion.)

The general point is as follows. For any argument, there are two ways that it might go
wrong:
> One or more of the premises might be false.

> The conclusion might not follow from the premises — even if the premises were true,
they would not support the conclusion.
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To determine whether or not the premises of an argument are true is often a very im-
portant matter. But that is normally a task best left to experts in the field: as it might be,
historians, scientists, or whomever. In our role as logicians, we are more concerned with
arguments in general. So we are (usually) more concerned with the second way in which
arguments can go wrong.

2.2 Reasons to believe

A good argument, in the logician’s sense, links the premises to the conclusion. It turns the
reasons you have for accepting to the premises into reasons to accept its conclusion. But
a good argument need not provide you with a reason to believe the conclusion. This can
happen when you don’t accept any of the premises in the first place. When the premises
support the conclusion, that might just mean that they would be excellent reasons to
accept the conclusion - if only they were true!

So: we are interested in whether or not a conclusion follows from some premises. Don't,
though, say that the premises infer the conclusion. Entailment is a relation between
premises and conclusions; inference is something we do. So if you want to mention infer-
ence when the conclusion follows from the premises, you could say that one may infer the
conclusion from the premises.

But even this may be doubted. Often, when you believe the premises, a good argument
provides you with a reason to believe the conclusion. In that case, it might be appropriate
for you to infer the conclusion from the premises.

But sometimes a good argument shows that the premises support a conclusion you can-
not accept. In that sort of situation, you might find that the argument gives you a better
reason to abandon your belief in one of the premises than to infer the conclusion. A good
argument shows there is some reason to believe its conclusion; it doesn’t mean there aren’t
better reasons to reject its premises.

2.3 Conclusive arguments

As logicians, we want to be able to determine when the conclusion of an argument follows
from the premises. One way to put this is as follows. We want to know whether, if all the
premises were true, the conclusion would also have to be true. This motivates a definition:

An argument is CONCLUSIVE if and only if the truth of the premises guarantees
the truth of the conclusion.

Consider another argument:

You are reading this book.
This is a logic book.
So: You are a logic student.



6 KEY NOTIONS

This is not a terrible argument. Both of the premises are true. And most people who read
this book are logic students. Yet, it is possible for someone besides a logic student to read
this book. If your roommate picked up the book and thumbed through it, they would not
immediately become a logic student. So the premises of this argument, even though they
are true, do not guarantee the truth of the conclusion. This is not a conclusive argument.

The crucial thing about a conclusive argument is that it is impossible, in a very strict sense,
for the premises to be true whilst the conclusion is false. Consider this example:

Oranges are either fruits or musical instruments.
Oranges are not fruits.
So: Oranges are musical instruments.

The conclusion of this argument is ridiculous. Nevertheless, it follows from the premises.
If both premises were true, then the conclusion just has to be true. So the argument is
conclusive.

Why is this argument conclusive? There are in fact two reasons we might point to:

> The structure of the argument - the form of the premises and conclusion - ensures
that the premises support the conclusion; and also

» The premises cannot be true, and so of course the premises cannot be true while
the conclusion is false.

The second reason applies to our argument because of the premise ‘Oranges are not fruits’
One might think it is essential to an orange that it be a fruit - many will say that being a
fruit is part of what it is to be an orange. So ‘Oranges are not fruits’ is not only false: it is
impossible for it to be true.

2.4 Conclusiveness for special reasons

There are plenty of arguments that are conclusive, but not for reasons relating to their
structure. Take an example:

Juanita is a vixen.
So: Juanita is a fox.

It is impossible for the premise to be true and the conclusion false. So the argument is
conclusive. But this is not due to the structure of the argument. Here is an inconclusive
argument with seemingly the same form (it results from the first argument by replacing
the word ‘fox’ with the word ‘cathedral’, but keeps the overall grammatical structure the
same):

Juanita is a vixen.
So: Juanita is a cathedral.
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This might suggest that the conclusiveness of the first argument is keyed to the meaning
of the words ‘vixen’ and ‘fox’. But, whether or not that is right, it is not simply the shape
of the argument that makes it conclusive. Equally, consider the argument:

The sculpture is green all over.
So: The sculpture is not red all over.

Again, because nothing can be both green all over and red all over, the truth of the premise
would guarantee the truth of the conclusion. So the argument is conclusive. But here is
an inconclusive argument with the same form:

The sculpture is green all over.
So: The sculpture is not shiny all over.

The argument is inconclusive, since it is possible to be green all over and shiny all over. (I
might paint my nails with an elegant shiny green varnish.) Plausibly, the conclusiveness
of this argument is keyed to the way that colours (or colour-words) interact. But, whether
or not that is right, it is not simply the shape of the argument that makes it conclusive.

2.5 Validity

Logicians try to steer clear of controversial matters like whether there is a definition of an
orange that makes it a fruit, or whether there is a ‘connection in meaning’ between being
green and not being red. It is often difficult to figure such things out, and there may be
widespread disagreement.

So logicians tend not to focus on conclusive arguments in general, but rather on those
conclusive arguments which have a good structure or form. This is why the logic we are
studying is sometimes called FORMAL LOGIC.

An argument is VALID if and only if it is conclusive due to its structure; other-
wise it is INVALID.

The notion of the structure of a sentence, or an argument, is an intuitive one. I make the
notion more precise in §4.1. Relying on our intuitive grasp of the notion for now, however,
we can see this argument has the same form as the earlier argument about oranges, and
is likewise valid:

EITHER Ogres are fearsome OR ogres are mythical.
IT IS NOT THE CASE THAT Ogres are fearsome.
So: Ogres are mythical.

This highlights that valid arguments do not need to have true premises (or even true
conclusions). Conversely, having true premises and a true conclusion is not enough to
make an argument valid. Consider this example:
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London is in England.
Beijing is in China.
So: Paris is in France.

The premises and conclusion of this argument are, as a matter of fact, all true. But the
argument is invalid. If Paris were to declare independence from the rest of France, then
the conclusion would be false, even though both of the premises would remain true. Thus,
it is possible for the premises of this argument to be true and the conclusion false. The
argument is therefore inconclusive, and hence invalid.

The important thing to remember is that validity is not about the actual truth or falsity of
the sentences in the argument. It is about whether the structure of the argument ensures
that the premises support the conclusion. Nonetheless, we shall say that an argument is
SOUND if'and only if it is both valid and all of its premises are true.

2.6 Inductive arguments
Many good arguments are inconclusive and invalid. Consider this one:

In January 1997, it rained in London.

In January 1998, it rained in London.

In January 1999, it rained in London.

In January 2000, it rained in London.
So: It rains every January in London.

This argument generalises from observations about several cases to a conclusion about
all cases. Such arguments are called INDUCTIVE arguments. The argument could be made
stronger by adding additional premises before drawing the conclusion: In January 2001,
it rained in London; In January 2002.... But, however many premises of this form we add,
the argument will remain inconclusive. Even if it has rained in London in every January
thus far, it remains possible that London will stay dry next January.

The point of all this is that inductive arguments - even good inductive arguments - are
not (deductively) valid. They are not watertight. Unlikely though it might be, it is possible
for their conclusion to be false, even when all of their premises are true. In this book, we
shall set aside (entirely) the question of what makes for a good inductive argument. Our
interest is simply in sorting the (deductively) valid arguments from the invalid ones.

Practice exercises

A. Which of the following arguments are valid? Which are invalid but conclusive? Which
are inconclusive? Comment on any difficulties or points of interest.

1. Socrates is a man.
2. All men are carrots.
So: Therefore, Socrates is a carrot.
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1. Abe Lincoln was either born in Illinois or he was once president.

So:

So:

Abe Lincoln was never president.
Abe Lincoln was born in Illinois.

Abe Lincoln was president.
Abe Lincoln was a citizen of the United States.

1. If I pull the trigger, Abe Lincoln will die.

So:

[ do not pull the trigger.
Abe Lincoln will not die.

1. Abe Lincoln was either from France or from Luxemborg.

So:

Abe Lincoln was not from Luxemborg.
Abe Lincoln was from France.

1. If the world were to end today, then I would not need to get up tomorrow morning.

So:

I will need to get up tomorrow morning.
The world will not end today.

1. Joe is now 19 years old.

So:

Joe is now 87 years old.
Bob is now 20 years old.

B. Could there be:

VAW N

A valid argument that has one false premise and one true premise?

A valid argument that has only false premises?

A valid argument with only false premises and a false conclusion?

A sound argument with a false conclusion?

An invalid argument that can be made valid by the addition of a new premise?
A valid argument that can be made invalid by the addition of a new premise?

In each case: if so, give an example; if not, explain why not.



Other logical notions

In §2, we introduced the idea of a valid argument. We will want to introduce some more
ideas that are important in logic.

3.1 Truth values

As we said in §1, arguments consist of premises and a conclusion. Note that many kinds
of English sentence cannot be used to express premises or conclusions of arguments. For
example:

» Questions, e.g., ‘are you feeling sleepy?’
» Imperatives, e.g., ‘Wake up!

» Exclamations, e.g., ‘Ouch!

The common feature of these three kinds of sentence is that they cannot be used to make
assertions: they cannot be true or false. It does not even make sense to ask whether a
question is true (it only makes sense to ask whether the answer to a question is true).

The general point is that, the premises and conclusion of an argument must be capable of
having a TRUTH VALUE. And the two truth values that concern us are just True and False.

3.2 Consistency
Consider these two sentences:

B1i. Jane’s only brother is shorter than her.

B2. Jane’s only brother is taller than her.

Logic alone cannot tell us which, if either, of these sentences is true. Yet we can say that
if the first sentence (B1) is true, then the second sentence (B2) must be false. And if Bz is
true, then B1 must be false. It is impossible that both sentences are true together. These
sentences are inconsistent with each other. And this motivates the following definition:

10
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Sentences are JOINTLY CONSISTENT if and only if it is possible for them all to
be true together.

Conversely, B1 and B2 are JOINTLY INCONSISTENT.

We can ask about the consistency of any number of sentences. For example, consider the
following four sentences:

G1. There are at least four giraffes at the wild animal park.
G2. There are exactly seven gorillas at the wild animal park.
G3. There are not more than two martians at the wild animal park.

G4. Every giraffe at the wild animal park is a martian.

G1 and G4 together entail that there are at least four martian giraffes at the park. This
conflicts with G3, which implies that there are no more than two martian giraffes there.
So the sentences Gi1-G4 are jointly inconsistent. They cannot all be true together. (Note
that the sentences Gi1, G3 and G4 are jointly inconsistent. But if sentences are already
jointly inconsistent, adding an extra sentence to the mix will not make them consistent!)

There is an interesting connection between consistency and conclusive arguments. A con-
clusive argument is one where the premises guarantee the truth of the conclusion. So it is
an argument where if the premises are true, the conclusion must be true. So the premises
cannot be jointly consistent with the claim that the conclusion is false. Since the argu-
ment ‘Dogs and cats are animals, so dogs are animals’ is conclusive, that shows that the
sentences ‘Dogs and cats are animals’ and ‘Dogs are not animals’ are jointly inconsistent.
If an argument is conclusive, the premises of the argument taken together with the denial
of the conclusion will be jointly inconsistent.

WEe just linked consistency to conclusive arguments. There is an analogous notion linked
to valid arguments:

Sentences are JOINTLY FORMALLY CONSISTENT if and only if, considering only
their structure, they can all be true together.

If some sentences are jointly consistent, they are also jointly formally consistent. But some
formally consistent sentences are jointly inconsistent. Conclusive but invalid argument
will give us an example. Since ‘The sculpture is green all over, so the sculpture is not red
all over’ is conclusive, the sentences ‘The sculpture is green’ and ‘“The sculpture is red’ are
jointly inconsistent. But those sentences are formally consistent - their inconsistency de-
pends crucially on the meanings of the words ‘red’ and ‘green’, not on the overall structure
of the sentences in which those words appear. (Again, more on the notion of structure in-
voked here in §4.1.)
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3.3 Necessity and contingency

In assessing whether an argument is conclusive, we care about what would be true if the
premises were true. But some sentences just must be true. Consider these sentences:

1. It is raining.

2. If it is raining, water is precipitating from the sky.
3. Either it is raining here, or it is not.

4. It is both raining here and not raining here.

In order to know if sentence 1is true, you would need to look outside or check the weather
channel. It might be true; it might be false.

Sentence 2 is different. You do not need to look outside to know that it says something
true. Regardless of what the weather is like, if it is raining, water is precipitating - that is
just what rain is, metereologically speaking. That is a NECESSARY TRUTH. Here, a necessary
connection in meaning between ‘rain’ and ‘precipitation’ makes what the sentence says
true in every circumstance.

Sentence 3 is also a necessary truth. Unlike sentence 2, however, it is the structure of
the sentence which makes it necessary. No matter what ‘raining here’ means, ‘Either it is
raining here or it is not raining here’ will be true. The structure ‘EITHER IT IS ... OR IT IS
NOT ..., where both gaps ('..) are filled by the same phrase, must be a true sentence.

Equally, you do not need to check the weather, or even the meaning of words, to determine
whether or not sentence 4 is true. It must be false, simply as a matter of structure. It might
be raining here and not raining across town; it might be raining now but stop raining even
as you finish this sentence; but it is impossible for it to be both raining and not raining in
the same place and at the same time. So, whatever the world is like, it is not both raining
here and not raining here. It is a NECESSARY FALSEHOOD.

A sentence which is capable of being true or false, but which says something which is
neither necessarily true nor necessarily false, is CONTINGENT.

If a sentence says something which is sometimes true and sometimes false, it will definitely
be contingent. But something might always be true and still be contingent. For instance,
it seems plausible that whenever there have been people, some of them habitually arrive
late. ‘Some people are habitually late’ is always true. But it is contingent, it seems: human
nature could have been more punctual. If so, the sentence would have been false. But if
something is really necessary, it will always be true.’

If some sentences contain amongst themselves a necessary falsehood, those sentences
are jointly inconsistent. At least one of them cannot be true, so they cannot all be true
together. Accordingly, if an argument has a premise that is a necessary falsehood, or its

! Here’s an interesting example to consider. It seems that, whenever anyone says the sentence ‘I am here
now’, they say something true. That sentence is, whenever it is uttered, truly uttered. But does it say
something necessary or contingent?
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conclusion is a necessary truth, or both, then the argument is conclusive - its premises
and the denial of its conclusion will be jointly inconsistent.

Practice exercises

A. For each of the following: Is it necessarily true, necessarily false, or contingent?

Caesar crossed the Rubicon.

Someone once crossed the Rubicon.

No one has ever crossed the Rubicon.

If Caesar crossed the Rubicon, then someone has.

Even though Caesar crossed the Rubicon, no one has ever crossed the Rubicon.
If anyone has ever crossed the Rubicon, it was Caesar.

VAW N

B. Look back at the sentences Gi1-G4 in this section (about giraffes, gorillas and martians
in the wild animal park), and consider each of the following:

1. G2, G3, and G4
2. G1, G3, and G4
3. G1, G2, and G4
4. G1, G2, and G3

Which are jointly consistent? Which are jointly inconsistent?

C. Could there be:

. A conclusive argument, the conclusion of which is necessarily false?

. An inconclusive argument, the conclusion of which is necessarily true?
. Jointly consistent sentences, one of which is necessarily false?

. Jointly inconsistent sentences, one of which is necessarily true?

AW N -

In each case: if so, give an example; if not, explain why not.



Chapter 2

Sentential logic

14



First steps to symbolisation

4.1 Argument Structure

Consider this argument:

It is raining outside.
If it is raining outside, then Jenny is miserable.
So: Jenny is miserable.

and another argument:

Jenny is an anarcho-syndicalist.
If Jenny is an anarcho-syndicalist, then Dipan is an avid reader of Tolstoy.
So: Dipan is an avid reader of Tolstoy.

Both arguments are valid, and there is a straightforward sense in which we can say that
they share a common structure. We might express the structure thus:

A
If A, then C
So: C

This is an excellent argument structure. Surely any argument with this structure will be
valid. And this is not the only good argument structure. Consider an argument like:

Jenny is either happy or sad.
Jenny is not happy.
So: Jenny is sad.

Again, this is a valid argument. The structure here is something like:
AorB

not: A
So: B

15
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A superb structure! And here is a final example:

It’s not the case that Jim both studied hard and acted in lots of plays.
Jim studied hard
So: Jim did not act in lots of plays.

This valid argument has a structure which we might represent thus:

not both: A and B
A
So: not: B

The examples illustrate the idea of validity - conclusiveness in virtue of structure. The
validity of the arguments just considered has nothing very much to do with the meanings
of English expressions like ‘Jenny is miserable’, ‘Dipan is an avid reader of Tolstoy’, or Jim
acted in lots of plays’. If it has to do with meanings at all, it is with the meanings of phrases
like ‘and’, ‘or’, ‘not, and ‘if ..., then ....

In this chapter, we are going to develop a formal language which allows us to symbolise
many arguments in such a way as to show that they are valid, conclusive in virtue of their
form. That language will be called Sentential, and the study of that language and its
features is called sentential logic. (It also has other names: see Appendix A.)

Not every conclusive argument is valid. Arguments with necessary conclusions or im-
possible premises will definitely be conclusive, but need not be valid. And arguments
whose conclusiveness does turn on the meanings of words might not be valid either. An
important moral can be stated as follows. At best, logic will help us to understand argu-
ments that are valid, or conclusive due to their form. Luckily, the great majority of con-
clusive arguments either are valid, or can be transformed into valid arguments by making
some assumption they implicitly rely on into an explicit premise.

For example, recall this conclusive argument:

Juanita is a vixen.
So: Juanita is a fox.

It can be transformed into a valid argument by making the implicit assumption that all
vixens are foxes into an appropriate premise:

Juanita is a vixen.
If Juanita is a vixen, then Juanita is a fox.
So: Juanita is a fox.

This argument is valid - it shares a structure with the first two arguments we considered
in this chapter.
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4.2 Identifying Argument Structure

How can we identify the logical structure of an argument? The logical structure of an
argument is the form one arrives at by ‘abstracting away’ the details of the words in an
argument, except for a special set of words. In the examples above, we removed all details
of the arguments except for the special words ‘and;, ‘or’, ‘not’ and if ..., then ..., and replaced
the other phrases in the argument by placeholder letters ‘A, ‘B, etc. (We were careful to
replace the same phrase by the same placeholder)

This raises another question. What makes those words special? Logicians tend to take a
pragmatic attitude to this question. They say: nothing! If you had chosen different words,
you would have come up with a different structure. But there are practical reasons why
the words I've already highlighted are useful ones - primarily because the formal language
that is able to model arguments with this structure is powerful, useful, and nicely behaved.

But we will already see later in this book that one could focus on different aspects of the
argument as structural. The language we develop in chapter 4 is one that also takes names
like ‘Juanita’ and predicates like ‘is a vixen’ or ‘is a fox’ to be structurally important. And
there are still other formal logical languages, unfortunately beyond the scope of this book,
which take still other words or grammatical categories as structural: logics which take
modal words like ‘necessarily’ or ‘possibly’ as structural, and logics which take temporal
adverbs like ‘always’ and ‘now’ as structural.

But for now, put those tantalising observations out of your mind! We'll focus to begin with
on the language Sentential, and on how we can use it to model arguments in English
featuring some particular structural words, including those we’ve just highlighted above.

4.3 Atomic sentences

A SUBSENTENCE of a sentence is a phrase occuring in a sentence which is itself a gram-
matical sentense. I started isolating the form of an argument, in §4.1, by replacing sub-
sentences of sentences with individual placeholder letters. Thus in the first example of
this section, ‘it is raining outside’ is a subsentence of ‘If it is raining outside, then Jenny is
miserable), and we replaced this subsentence with ‘A’

Our artificial language, Sentential, pursues this idea absolutely ruthlessly. We start with
some atomic sentences. These will be the basic building blocks out of which more com-
plex sentences are built. We will use upper case italic letters for atomic sentences of
Sentential. There are only twenty-six letters of the alphabet, but there is no limit to
the number of atomic sentences that we might want to consider. By adding subscripts to
letters, we obtain new atomic sentences. So, here are five different atomic sentences of
Sentential:
AP, P, Py, Ayay.

We shall use atomic sentence to represent, or symbolise, certain English sentences. To do
this, we provide a SYMBOLISATION KEY, such as the following:
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A: It is raining outside.
C: Jenny is miserable.

In doing this, we are not fixing this symbolisation once and for all. We are just saying
that, for the time being, we shall use the atomic sentence of Sentential, ‘4 to symbolise
the English sentence ‘It is raining outside), and the atomic sentence of Sentential, ‘C,
to symbolise the English sentence ‘Jenny is miserable. Later, when we are dealing with
different sentences or different arguments, we can provide a new symbolisation key; as it
might be:

A: Jenny is an anarcho-syndicalist.
C: Dipan is an avid reader of Tolstoy.

But it is important to understand that whatever structure an English sentence might have
is lost when it is symbolised by an atomic sentence of Sentential. From the point of
view of Sentential, an atomic sentence is just a letter. It can be used to build more com-
plex sentences, but it cannot be taken apart. So we cannot use Sentential to symbolise
arguments whose validity depends on structure within atomic sentences.

4.4 Structure and Ambiguity

In later sections, we will see the utility of symbolising arguments to evaluate their validity.
But even at this early stage, there is value in symbolising sentences, because doing so can
clear up ambiguity.

Consider the following imagined regulation: ‘Small children must be quiet and seated or
carried at all times’. This sentence has an ambiguous structure, by which I mean: there are
two different grammatical structures that it might be thought to have. Symbolising brings
this out. Let us use the following key:

Q: Small children must be quiet.
S: Small children must be seated.
C: Small children must be carried.

Leaving the temporal adverbial phrase ‘at all times’ aside, here are two symbolisations of
our target sentence:

Q AND EITHER S OR C
EITHER Q AND S, OR C

This ambiguity matters. If a child is carried, but is not quiet, the parent is violating the
regulation with the first structure, but in compliance with the regulation with the second
structure. As we will soon see, Sentential has resources to ensure that no ambiguity is
present in any symbolisation of a given target sentence, which helps us make clear what
we really might have meant by that sentence.



Connectives

In the previous section, we considered symbolising fairly basic English sentences with
atomic sentences of Sentential. This leaves us wanting to deal with the English expres-
sions ‘and, ‘or’, ‘not’, and so forth. These are connectives - they can be used to form new
sentences out of old ones. And in Sentential, we shall make use of logical connectives to
build complex sentences from atomic components. There are five logical connectives in
Sentential. This table summarises them, and they are explained throughout this section.

symbol what itis called rough meaning

- negation ‘It is not the case that ..’
A conjunction ‘Both ...and ...

v disjunction ‘Either ...or ...

- conditional ‘If ... then ...

o biconditional ‘...ifand only if ...

5.1 Negation

Consider how we might symbolise these sentences:

1. Mary is in Barcelona.
2. Itis not the case that Mary is in Barcelona.
3. Mary is not in Barcelona.

In order to symbolise sentence 1, we will need an atomic sentence. We might offer this
symbolisation key:

B: Mary is in Barcelona.

Since sentence 2 is obviously related to the sentence 1, we shall not want to symbolise it
with a completely different sentence. Roughly, sentence 2 means something like ‘It is not
the case that B’ In order to symbolise this, we need a symbol for negation. We will use ‘=’
Now we can symbolise sentence 2 with ‘=B’

19
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Sentence 3 also contains the word ‘not’. And it is obviously equivalent to sentence 2. As
such, we can also symbolise it with ‘=B’.

It is much more common in English to see negation appear as it does in 3, with a ‘not’
found somewhere within the sentence, than the more formal form in 2. The form in 2
has the benefit that the sentence ‘Mary is in Barcelona’ itself appears as a subsentence
of 1 - so we can see how negation forms a new sentence by literally adding words to the
old sentence. This is not so direct in 3. But since 2 and 3 are near enough synonymous
in meaning, we can treat them both as negations of 1. (This issue is a bit tricky - see the
discussion of examples 7 and 8.)

If a sentence can be can be paraphrased in English as ‘It is not the case that
..., then it may be symbolised by —A, where ‘A’ is the Sentential sentence

« 1]

symbolising the sentence occurring at °..

It will help to offer a few more examples:

4. The widget can be replaced.
5. The widget is irreplaceable.
6. The widget is not irreplaceable.

Let us use the following representation key:
R: The widget is replaceable.

Sentence 4 can now be symbolised by ‘R’. Moving on to sentence 5: saying the widget is
irreplaceable means that it is not the case that the widget is replaceable. So even though
sentence 5 does not contain the word ‘not’, we shall symbolise it as follows: ‘=R’

Sentence 6 can be paraphrased as ‘It is not the case that the widget is irreplaceable” Which
can again be paraphrased as ‘It is not the case that it is not the case that the widget is
replaceable’. So we might symbolise this English sentence with the Sentential sentence

—=R.

But some care is needed when handling negations. Consider:

7. Jane is happy.
8. Jane is unhappy.

If we let the Sentential-sentence ‘H’ symbolise ‘Jane is happy’, then we can symbolise
sentence 7 as ‘H’. However, it would be a mistake to symbolise sentence 8 with ‘=H’. If Jane
is unhappy, then she is not happy; but sentence 8 does not mean the same thing as ‘It is
not the case that Jane is happy’. Jane might be neither happy nor unhappy; she might be
in a state of blank indifference. In order to symbolise sentence 8, then, we would need a
new atomic sentence of Sentential.
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5.2 Conjunction
Consider these sentences:

9. Adam is athletic.
10. Barbara is athletic.
11. Adam is athletic, and Barbara is also athletic.

We will need separate atomic sentences of Sentential to symbolise sentences 9 and 10;
perhaps

A: Adam is athletic.
B: Barbara is athletic.

Sentence g can now be symbolised as ‘A’ and sentence 10 can be symbolised as ‘B’. Sentence
11 roughly says ‘A and B. We need another symbol, to deal with ‘and’. We will use ‘A’. Thus
we will symbolise it as ‘(4 A B)’. This connective is called CONJUNCTION. We also say that
‘A’ and ‘B’ are the two CONJUNCTS of the conjunction ‘(A A B)..

Notice that we make no attempt to symbolise the word ‘also’ in sentence 1. Words like
‘both’ and ‘also’ function to draw our attention to the fact that two things are being con-
joined. Maybe they affect the emphasis of a sentence. But we will not (and cannot) sym-
bolise such things in Sentential.

Some more examples will bring out this point:

12. Barbara is athletic and energetic.

13. Barbara and Adam are both athletic.

14. Although Barbara is energetic, she is not athletic.

15. Adam is athletic, but Barbara is more athletic than him.

Sentence 12 is obviously a conjunction. The sentence says two things (about Barbara). In
English, it is permissible to refer to Barbara only once. It might be tempting to think that
we need to symbolise sentence 12 with something along the lines of ‘B and energetic’. This
would be a mistake. Once we symbolise part of a sentence as ‘B’, any further structure
is lost. ‘B’ is an atomic sentence of Sentential. Conversely, ‘energetic’ is not an English
sentence at all. What we are aiming for is something like ‘B and Barbara is energetic’. So
we need to add another sentence letter to the symbolisation key. Let ‘E” symbolise ‘Barbara
is energetic. Now the entire sentence can be symbolised as ‘(B A E)’.

Sentence 13 says one thing about two different subjects. It says of both Barbara and Adam
that they are athletic, and in English we use the word ‘athletic’ only once. The sentence
can be paraphrased as ‘Barbara is athletic, and Adam is athletic. We can symbolise this in
Sentential as ‘(B A A)), using the same symbolisation key that we have been using.

Sentence 14 is slightly more complicated. The word ‘although’ sets up a contrast between
the first part of the sentence and the second part. Nevertheless, the sentence tells us both
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that Barbara is energetic and that she is not athletic. In order to make each of the conjuncts
an atomic sentence, we need to replace ‘she’ with ‘Barbara’ So we can paraphrase sentence
14 as, ‘Both Barbara is energetic, and Barbara is not athletic’ The second conjunct contains
a negation, so we paraphrase further: ‘Both Barbara is energetic and it is not the case that
Barbara is athletic. And now we can symbolise this with the Sentential sentence ‘(E A
—B)’. Note that we have lost all sorts of nuance in this symbolisation. There is a distinct
difference in tone between sentence 14 and ‘Both Barbara is energetic and it is not the case
that Barbara is athletic. Sentential does not (and cannot) preserve these nuances.

Sentence 15 raises similar issues. There is a contrastive structure, but this is not some-
thing that Sentential can deal with. So we can paraphrase the sentence as ‘Both Adam is
athletic, and Barbara is more athletic than Adam’. (Notice that we once again replace the
pronoun ‘him’ with ‘Adam’.) How should we deal with the second conjunct? We already
have the sentence letter ‘4’ which is being used to symbolise ‘Adam is athletic, and the
sentence ‘B’ which is being used to symbolise ‘Barbara is athletic’; but neither of these
concerns their relative athleticity. So, to to symbolise the entire sentence, we need a new
sentence letter. Let the Sentential sentence ‘R’ symbolise the English sentence ‘Barbara
is more athletic than Adam’. Now we can symbolise sentence 15 by ‘(4 A R)..

A sentence can be symbolised as (A A B) if it can be paraphrased in English

)

as ‘Both ..., and .., or as ‘.., but .., or as ‘although ..., ....

You might be wondering why I am putting brackets around the conjunctions. The reason
for this is to avoid potential ambiguity. This can be brought out by considering how neg-
ation might interact with conjunction. Consider:

16. It’s not the case that you will get both soup and salad.
17. You will not get soup but you will get salad.

Sentence 16 can be paraphrased as ‘It is not the case that: both you will get soup and you
will get salad’. Using this symbolisation key:

S1: You get soup.
S,: You get salad.

We would symbolise ‘both you will get soup and you will get salad’ as ‘(S; A S,)”. To sym-
bolise sentence 16, then, we simply negate the whole sentence, thus: ‘=(S; A S,).

Sentence 17 is a conjunction: you will not get soup, and you will get salad. “You will not get
soup’ is symbolised by ‘=S, So to symbolise sentence 17 itself, we offer ‘(=S; A S,)’.

These English sentences are very different, and their symbolisations differ accordingly. In
one of them, the entire conjunction is negated. In the other, just one conjunct is negated.
Brackets help us to avoid ambiguity by clear distinguishing these two cases.

Again, English is subject to this sort of ambiguity. Suppose instead of 16, we'd just said
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18. It is not the case that you will get soup and salad.

The sentence 18 is ambiguous; one of its readings says the same thing as 16, the other says
the same thing as 17. Brackets enable Sentential to avoid precisely this ambiguity.

The introduction of brackets prompts us to define some other useful concepts. If a sen-
tence of Sentential has the form (A A B), we say that its main connective is conjunction
- even if other connectives occur within A or B. Likewise, if the sentence has the form
—A, its main connective is negation. We define the scope of an occurrence of a connective
in a sentence as the subsentence which has that connective as its main connective. So the
scope of ‘=’ in ‘—(5; AS,)’ is the whole sentence (because negation is the main connective),
while the scope of ‘=" in ‘(=S; A S,)’ is just the subsentence ‘-S;’ - the main connective of
the whole sentence is conjunction. Brackets help us keep track of things the scope of our
connectives, and which connective in a sentence is the main connective. I say more about
the notions of a main connective and the scope of a connective in chapter 6.

5.3 Disjunction
Consider these sentences:

19. Either Denison will play golf with me, or he will watch movies.
20. Either Denison or Ellery will play golf with me.

For these sentences we can use this symbolisation key:

D: Denison will play golf with me.
E: Ellery will play golf with me.
M: Denison will watch movies.

However, we shall again need to introduce a new symbol. Sentence 19 is symbolised by ‘(DV
M)’. The connective is called DISJUNCTION. We also say that ‘D’ and ‘M’ are the DISJUNCTS
of the disjunction ‘(D v M).

Sentence 20 is only slightly more complicated. There are two subjects, but the English
sentence only gives the verb once. However, we can paraphrase sentence 20 as ‘Either
Denison will play golf with me, or Ellery will play golf with me’. Now we can obviously
symbolise it by ‘(D Vv E)’ again.

A sentence can be symbolised as (A Vv B) if it can be paraphrased in English
as ‘Either ..., or ... Each of the disjuncts must be a sentence.

Sometimes in English, the word ‘or’ excludes the possibility that both disjuncts are true.
This is called an EXCLUSIVE OR. An exclusive ‘or’ is clearly intended when it says, on a
restaurant menu, ‘Entrees come with either soup or salad you may have soup; you may
have salad; but, if you want both soup and salad, then you have to pay extra.
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At other times, the word ‘or’ allows for the possibility that both disjuncts might be true.
This is probably the case with sentence 20, above. I might play golf with Denison, with
Ellery, or with both Denison and Ellery. Sentence 20 merely says that I will play with
at least one of them. This is called an INCLUSIVE OR. The Sentential symbol vV’ always
symbolises an inclusive ‘or’.

It might help to see negation interact with disjunction. Consider:

21. Either you will not have soup, or you will not have salad.
22. You will have neither soup nor salad.
23. You get either soup or salad, but not both.

Using the same symbolisation key as before, sentence 21 can be paraphrased in this way:
‘Either it is not the case that you get soup, or it is not the case that you get salad’ To
symbolise this in Sentential, we need both disjunction and negation. ‘It is not the case
that you get soup’ is symbolised by ‘=S;’. ‘It is not the case that you get salad’ is symbolised
by ‘=S, So sentence 21 itself is symbolised by ‘(=S; V =S,)’.

Sentence 22 also requires negation. It can be paraphrased as, ‘It is not the case that either
you get soup or you get salad’ Since this negates the entire disjunction, we symbolise
sentence 22 with ‘=(S; vV S,)’.

Sentence 23 is an exclusive ‘or’. We can break the sentence into two parts. The first part
says that you get one or the other. We symbolise this as ‘(S; V S,). The second part says
that you do not get both. We can paraphrase this as: ‘It is not the case both that you get
soup and that you get salad’. Using both negation and conjunction, we symbolise this with
‘=(S1 A S3). Now we just need to put the two parts together. As we saw above, ‘but’ can
usually be symbolised with ‘A’. Sentence 23 can thus be symbolised as ‘((S; V S3) A =(S; A
S,))’ This last example shows something important. Although the Sentential symbol ‘v’
always symbolises inclusive ‘or, we can symbolise an exclusive ‘or’ in Sentential. We just
have to use a few of our other symbols as well.

5.4 Conditional
Consider these sentences:

24. IfJean is in Paris, then Jean is in France.
25. Jean is in France only if Jean is in Paris.

Let’s use the following symbolisation key:

P: Jean is in Paris.
F: Jean is in France.

Sentence 24 is roughly of this form: ‘if P, then F. We will use the symbol ‘=’ to symbolise
this ‘if ..., then ... structure. So we symbolise sentence 24 by ‘(P — F)’ The connective is
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called THE CONDITIONAL. Here, ‘P’ is called the ANTECEDENT of the conditional ‘(P - F)),
and ‘F’ is called the CONSEQUENT.

Sentence 25 is also a conditional. Since the word ‘if” appears in the second half of the sen-
tence, it might be tempting to symbolise this in the same way as sentence 24. That would
be a mistake. My knowledge of geography tells me that sentence 24 is unproblematically
true: there is no way for Jean to be in Paris that doesn’t involve Jean being in France. But
sentence 25 is not so straightforward: were Jean in Dijon, Marseilles, or Toulouse, Jean
would be in France without being in Paris, thereby rendering sentence 25 false. Since geo-
graphy alone dictates the truth of sentence 24, whereas travel plans (say) are needed to
know the truth of sentence 25, they must mean different things.

In fact, sentence 25 can be paraphrased as ‘If Jean is in France, then Jean is in Paris’ So we
can symbolise it by ‘(F — P)..

A sentence can be symbolised as A — B if it can be paraphrased in English as
‘If A, then B’ or ‘A only if B’

In fact, many English expressions can be represented using the conditional. Consider:

26. For Jean to be in Paris, it is necessary that Jean be in France.
27. It is a necessary condition on Jean’s being in Paris that she be in France.
28. For Jean to be in France, it is sufficient that Jean be in Paris.
29. It is a sufficient condition on Jean’s being in France that she be in Paris.

If we think really hard, all four of these sentences mean the same as ‘If Jean is in Paris,
then Jean is in France’. So they can all be symbolised by ‘P — F".

It isimportant to bear in mind that the connective ‘-’ tells us only that, if the antecedent is
true, then the consequent is true. It says nothing about a causal connection between two
events (for example). In fact, we seem to lose a huge amount when we use ‘-’ to symbolise
English conditionals. We shall return to this in §§9.3 and 11.5.

5.5 Biconditional
Consider these sentences:

30. Shergar is a horse only if it he is a mammal.
31. Shergar is a horse if he is a mammal.
32. Shergar is a horse if and only if he is a mammal.

We shall use the following symbolisation key:

H: Shergar is a horse.
M: Shergar is a mammal.
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Sentence 30, for reasons discussed above, can be symbolised by ‘H —» M’.

Sentence 31is importantly different. It can be paraphrased as, ‘If Shergar is a mammal then
Shergar is a horse’. So it can be symbolised by ‘M — H’.

Sentence 32 says something stronger than either 30 or 31. It can be paraphrased as ‘Shergar
is a horse if he is a mammal, and Shergar is a horse only if Shergar is a mammal’ This is
just the conjunction of sentences 30 and 31. So we can symbolise itas ‘(H - M)A(M — H).
We call this a BICONDITIONAL, because it entails the conditional in both directions.

We could treat every biconditional this way. So, just as we do not need a new Sentential
symbol to deal with exclusive ‘or’, we do not really need a new Sentential symbol to deal
with biconditionals. However, we will use ‘c’ to symbolise the biconditional. So we can
symbolise sentence 32 with the Sentential sentence ‘H < M.

The expression ‘if and only if” occurs a lot in philosophy and logic. For brevity, we can
abbreviate it with the snappier word ‘iff’ I shall follow this practice. So ‘if’ with only one ‘f’
is the English conditional. But ‘iff” with two ‘f’s is the English biconditional. Armed with
this we can say:

A sentence can be symbolised as A < B if it can be paraphrased in English as
‘A iff B, that is, as ‘A if and only if B’

Other expressions in English which can be used to mean ‘iff’ include ‘exactly if” and ‘exactly
when), or even ‘just in case’. So if we say ‘You run out of time exactly when the buzzer
sounds, we mean: ‘if the buzzer sounds, then you are out of time; and also if you are out
of time, then the buzzer sounds’.

A word of caution. Ordinary speakers of English often use ‘if ..., then ... when they really
mean to use something more like ‘.. if and only if .... Perhaps your parents told you, when
you were a child: ‘if you don'’t eat your vegetables, you won'’t get any dessert’. Suppose you
ate your vegetables, but that your parents refused to give you any dessert, on the grounds
that they were only committed to the conditional (roughly ‘if you get dessert, then you
will have eaten your vegetables’), rather than the biconditional (roughly, ‘you get dessert
iff you eat your vegetables’). Well, a tantrum would rightly ensue. So, be aware of this
when interpreting people; but in your own writing, make sure you use the biconditional
iff you mean to.

5.6 Unless

We have now introduced all of the connectives of Sentential. We can use them together
to symbolise many kinds of sentences. But a typically nasty case is when we use the
English-language connective ‘unless”

33. Unless you wear a jacket, you will catch cold.
34. You will catch cold unless you wear a jacket.
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These two sentences are clearly equivalent. To symbolise them, we shall use the symbol-
isation key:

J: You will wear a jacket.
D: You will catch a cold.

Both sentences mean that if you do not wear a jacket, then you will catch cold. With this
in mind, we might symbolise them as ‘=J - D’.

Equally, both sentences mean that if you do not catch a cold, then you must have worn a
jacket. With this in mind, we might symbolise them as ‘-D - J.

Equally, both sentences mean that either you will wear a jacket or you will catch a cold.
With this in mind, we might symbolise them as J v D’.

All three are correct symbolisations. Indeed, in chapter 3 we shall see that all three sym-
bolisations are equivalent in Sentential.

If a sentence can be paraphrased as ‘Unless A, B, then it can be symbolised as
‘AV B.

Again, though, there is a little complication. ‘Unless’ can be symbolised as a conditional;
but as I said above, people often use the conditional (on its own) when they mean to use
the biconditional. Equally, ‘unless’ can be symbolised as a disjunction; but there are two
kinds of disjunction (exclusive and inclusive). So it will not surprise you to discover that
ordinary speakers of English often use ‘unless’ to mean something more like the bicon-
ditional, or like exclusive disjunction. Suppose I say: ‘I shall go running unless it rains’.
[ probably mean something like ‘I shall go running iff it does not rain’ (i.e., the bicondi-
tional), or ‘either I shall go running or it will rain, but not both’ (i.e., exclusive disjunction).
Again: be aware of this when interpreting what other people have said, but be precise in
your writing, unless you want to be deliberately ambiguous.

Practice exercises
A. Using the symbolisation key given, symbolise each English sentence in Sentential.

M: Those creatures are men in suits.
C: Those creatures are chimpanzees.
G: Those creatures are gorillas.

Those creatures are not men in suits.

Those creatures are men in suits, or they are not.

Those creatures are either gorillas or chimpanzees.

Those creatures are neither gorillas nor chimpanzees.

If those creatures are chimpanzees, then they are neither gorillas nor men in suits.
Unless those creatures are men in suits, they are either chimpanzees or they are
gorillas.

VT AW N
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B. Using the symbolisation key given, symbolise each English sentence in Sentential.

N oA WD e

8.
9.
10.
11.
12.

Mister Ace was murdered.

The butler did it.

The cook did it.

The Duchess is lying.

Mister Edge was murdered.

The murder weapon was a frying pan.

TR o% >

Either Mister Ace or Mister Edge was murdered.

If Mister Ace was murdered, then the cook did it.

If Mister Edge was murdered, then the cook did not do it.

Either the butler did it, or the Duchess is lying.

The cook did it only if the Duchess is lying.

If the murder weapon was a frying pan, then the culprit must have been the cook.
If the murder weapon was not a frying pan, then the culprit was either the cook or
the butler.

Mister Ace was murdered if and only if Mister Edge was not murdered.

The Duchess is lying, unless it was Mister Edge who was murdered.

If Mister Ace was murdered, he was done in with a frying pan.

Since the cook did it, the butler did not.

Of course the Duchess is lying!

C. Using the symbolisation key given, symbolise each English sentence in Sentential.

O 0O VT A~ W N -~

E;: Avais an electrician.

E,: Harrison is an electrician.

F,: Avais a firefighter.

E,: Harrison is a firefighter.

S1: Ava is satisfied with her career.

S,: Harrison is satisfied with his career.

. Ava and Harrison are both electricians.

. If Ava is a firefighter, then she is satisfied with her career.

. Ava is a firefighter, unless she is an electrician.

. Harrison is an unsatisfied electrician.

. Neither Ava nor Harrison is an electrician.

. Both Ava and Harrison are electricians, but neither of them find it satisfying.

. Harrison is satisfied only if he is a firefighter.

. If Ava is not an electrician, then neither is Harrison, but if she is, then he is too.

. Ava is satisfied with her career if and only if Harrison is not satisfied with his.

. IfHarrison is both an electrician and a firefighter, he must be satisfied with his work.
. It cannot be that Harrison is both an electrician and a firefighter.

. Harrison and Ava are both firefighters if and only if neither of them is an electrician.
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D. Give a symbolisation key and symbolise the following English sentences in Sentential.

ViAW N e

o

Alice and Bob are both spies.

If either Alice or Bob is a spy, then the code has been broken.

If neither Alice nor Bob is a spy, then the code remains unbroken.

The German embassy will be in an uproar, unless someone has broken the code.
Either the code has been broken or it has not, but the German embassy will be in
an uproar regardless.

Either Alice or Bob is a spy, but not both.

E. Give a symbolisation key and symbolise the following English sentences in Sentential.

4.
5.

If there is food to be found in the pridelands, then Rafiki will talk about squashed
bananas.

Rafiki will talk about squashed bananas unless Simba is alive.

Rafiki will either talk about squashed bananas or he won't, but there is food to be
found in the pridelands regardless.

Scar will remain as king if and only if there is food to be found in the pridelands.
If Simba is alive, then Scar will not remain as king.

F. For each argument, write a symbolisation key and symbolise all of the sentences of the
argument in Sentential.

1.

If Dorothy plays the piano in the morning, then Roger wakes up cranky. Dorothy
plays piano in the morning unless she is distracted. So if Roger does not wake up
cranky, then Dorothy must be distracted.

It will either rain or snow on Tuesday. If it rains, Neville will be sad. If it snows,
Neville will be cold. Therefore, Neville will either be sad or cold on Tuesday.

If Zoog remembered to do his chores, then things are clean but not neat. If he forgot,
then things are neat but not clean. Therefore, things are either neat or clean; but
not both.

G. We symbolised an exclusive ‘or’ using ‘v, ‘A, and ‘=’ How could you symbolise an ex-
clusive ‘or’ using only two connectives? Is there any way to symbolise an exclusive ‘or’
using only one connective?



Sentences of Sentential

The sentence ‘either apples are red, or berries are blue’ is a sentence of English, and the
sentence ‘(AVB)’ is a sentence of Sentential. Although we can identify sentences of Eng-
lish when we encounter them, we do not have a formal definition of ‘sentence of English’.
But in this chapter, we shall offer a complete definition of what counts as a sentence of
Sentential. This is one respect in which a formal language like Sentential is more pre-
cise than a natural language like English. Of course, Sentential was designed to be much
simpler than English.

6.1 Expressions

We have seen that there are three kinds of symbols in Sentential:

Atomic sentences ABC, ..., Z
with subscripts, as needed Ay, By, Z41,4,,455,/375, -

Connectives AV, 2, e

Brackets (,)

We define an EXPRESSION of Sentential as any string of symbols of Sentential. Take
any of the symbols of Sentential and write them down, in any order, and you have an
expression of Sentential. Expressions are sometimes called ‘strings), because they are just
a string of symbols from the approved list above.

6.2 Sentences

We want to know when an expression of Sentential amounts to a sentence. Many expres-
sions of Sentential will be uninterpretable nonsense. )4,,/QF=K))A)()’ is a perfectly
good expression, but doesn’t look likely to end up a correctly formed sentence of our lan-
guage. Accordingly, we need to clarify the grammatical rules of Sentential. We've already
seen some of those rules when we introduced the atomic sentences and connectives. But
[ will now make them all explicit.
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Obviously, individual atomic sentences like ‘A’ and ‘G,3’ should count as sentences. We
can form further sentences out of these by using the various connectives. Using negation,
we can get ‘=4’ and ‘=G, 5" Using conjunction, we can get ‘(AAG;3)), ‘(Gi3NA), ‘(AAA)), and
‘(G13 A Gy3). We could also apply negation repeatedly to get sentences like ‘~-—A’ or apply
negation along with conjunction to get sentences like ‘=(4 A G3)’ and ‘=(G;3 A =G;3)’.
The possible combinations are endless, even starting with just these two sentence letters,
and there are infinitely many sentence letters. So there is no point in trying to list all the
sentences one by one.

Instead, we will describe the process by which sentences can be constructed. Consider
negation: Given any sentence A of Sentential, =A is a sentence of Sentential. (Why
the funny fonts? I return to this in §7.)

We can say similar things for each of the other connectives. For instance, if A and B are
sentences of Sentential, then (A AB) is a sentence of Sentential. Providing clauses like
this for all of the connectives, we arrive at the following formal definition for a SENTENCE
of Sentential

1. Every atomic sentence is a sentence.

N

If A is a sentence, then —A is a sentence.

If A and B are sentences, then (A A B) is a sentence.
If A and B are sentences, then (A V B) is a sentence.
If A and B are sentences, then (A — B) is a sentence.

If A and B are sentences, then (A < B) is a sentence.

N oW

Nothing else is a sentence.

Definitions like this are called recursive. Recursive definitions begin with some specifiable
base elements, and then present ways to generate indefinitely many more elements by
compounding together previously established ones. To give you a better idea of what a
recursive definition is, we can give a recursive definition of the idea of an ancestor of mine.
We specify a base clause.

> My parents are ancestors of mine.
and then offer further clauses like:

» If x is an ancestor of mine, then x’s parents are ancestors of mine.

» Nothing else is an ancestor of mine.
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Using this definition, we can easily check to see whether someone is my ancestor: just
check whether she is the parent of the parent of ... one of my parents. And the same is true
for our recursive definition of sentences of Sentential. Just as the recursive definition
allows complex sentences to be built up from simpler parts, the definition allows us to
decompose sentences into their simpler parts. And if we get down to atomic sentences,
then we are ok.

Let’s consider some examples.

Suppose we want to know whether or not ‘-—=—D’ is a sentence of Sentential. Looking
at the second clause of the definition, we know that ‘-—-D’ is a sentence if ‘-=D’ is a
sentence. So now we need to ask whether or not ‘=—D’ is a sentence. Again looking at the
second clause of the definition, ‘=—D’ is a sentence if ‘=D’ is. Again, ‘=D’ is a sentence if
‘D’ is a sentence. Now ‘D’ is an atomic sentence of Sentential, so we know that ‘D’ is a
sentence by the first clause of the definition. So for a compound sentence like ‘~=—-D’, we
must apply the definition repeatedly. Eventually we arrive at the atomic sentences from
which the sentence is built up.

Next, consider the example ‘(P A =(=Q V R))’. Looking at the second clause of the defini-
tion, this is a sentence if (PA—(—=QVR))’is. And this is a sentence if both ‘P’ and ‘—~(—~QVR)’
are sentences. The former is an atomic sentence, and the latter is a sentence if ‘(=Q V R)’
is a sentence. It is. Looking at the fourth clause of the definition, this is a sentence if both
‘~Q’ and ‘R’ are sentences. And both are!

Ultimately, every sentence is constructed nicely out of atomic sentences. When we are
dealing with a sentence other than an atomic sentence, we can see that there must be
some sentential connective that was introduced last, when constructing the sentence. We
call that the MAIN CONNECTIVE of the sentence. In the case of ‘—w——D’, the main connective
is the very first ‘=’ sign. In the case of ‘(P A =(=Q V R)), the main connective is ‘A’. In the
case of ‘((=E V F) » =—G)), the main connective is ‘-’

The recursive structure of sentences in Sentential will be important when we consider
the circumstances under which a particular sentence would be true or false. The sentence
‘2= D’ is true if and only if the sentence ‘=—D’ is false, and so on through the structure
of the sentence, until we arrive at the atomic components. We will return to this point in
chapter 3.

The recursive structure of sentences in Sentential also allows us to give a formal defini-
tion of the scope of a negation (mentioned in §5.2). The scope of a ‘=’ is the subsentence
for which ‘=’ is the main connective. So in a sentence like:

(PAN(=(RAB) < Q)

this was constructed by conjoining ‘P’ with ‘(=(R A B) < Q)’ This last sentence was con-
structed by placing a biconditional between ‘—~(R A B)" and ‘Q’. And the former of these
sentences - a subsentence of our original sentence - is a sentence for which ‘=’ is the main
connective. So the scope of the negation is just ‘=(R A B)’. More generally:
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The scOPE of an instance of a connective (in a sentence) is the subsentence
which that has that instance of the connective as its main connective.

[ talk of ‘instances’ of a connective because, in an example like ‘<-4, there are two occur-
rences of the negation connective, with different scopes - one is the main connective of
the whole sentence, the other has just ‘=4’ as its scope.

6.3 Bracketing conventions

Strictly speaking, the brackets in ‘(Q A R)’ are an indispensable part of the sentence. Part
of this is because we might use ‘(Q AR)’ as a subsentence in a more complicated sentence.
For example, we might want to negate ‘(Q A R)’, obtaining ‘=(Q AR)’. If we just had ‘Q AR’
without the brackets and put a negation in front of it, we would have ‘=Q A R’. It is most
natural to read this as meaning the same thing as ‘(=Q A R)’. But as we saw in §5.2, this is
very different from ‘=(Q A R)’.

Strictly speaking, then, ‘Q A R’ is not a sentence. It is a mere expression.

When working with Sentential, however, it will make our lives easier if we are sometimes
a little less than strict. So, here are some convenient conventions.

First, we allow ourselves to omit the outermost brackets of a sentence. Thus we allow
ourselves to write ‘Q A R’ instead of the sentence ‘(Q A R)’. However, we must remember to
put the brackets back in, when we want to embed the sentence into a more complicated
sentence!

Second, it can be a bit painful to stare at long sentences with many nested pairs of brackets.
To make things a bit easier on the eyes, we shall allow ourselves to use brackets in varied
sizes, which sometimes helps in seeing which brackets pair up with each other.

Combining these two conventions, we can rewrite the unwieldy sentence
((H->Dv (I~ H)AJVK))
rather more readably as follows:
(H->Dv(I->H)AJVEK)

The scope of each connective is now much clearer.

Practice exercises

A. For each of the following: (a) Is it a sentence of Sentential, strictly speaking? (b) Is it
a sentence of Sentential, allowing for our relaxed bracketing conventions?
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B. Are there any sentences of Sentential that contain no atomic sentences? Explain your
answer.

C. What is the scope of each connective in the sentence

(H-DvUI->H)AJVK)



Use and mention

In this chapter, I have talked a lot about sentences. So I need to pause to explain an im-
portant, and very general, point.

7.1 Quotation conventions

Consider these two sentences:

» Malcolm Turnbull is the Prime Minister.

> The expression ‘Malcolm Turnbull’ is composed of two upper case letters and thir-
teen lower case letters.

When we want to talk about the Prime Minister, we use his name. When we want to talk
about the Prime Minister’s name, we mention that name. And we do so by putting it in
quotation marks.

There is a general point here. When we want to talk about things in the world, we just use
words. When we want to talk about words, we typically have to mention those words.’ We
need to indicate that we are mentioning them, rather than using them. To do this, some
convention is needed. We can put them in quotation marks, or display them centrally in
the page (say). So this sentence:

» ‘Malcolm Turnbull’ is the Prime Minister.

says that some expression is the Prime Minister. And that’s false. The man is the Prime
Minister; his name isn’t. Conversely, this sentence:

» Malcolm Turnbull is composed of two upper case letters and thirteen lower case
letters.

More generally, when we want to talk about something we use its name. So when we want to talk about
an expression, we use the name of the expression - which is just the expression enclosed in quotation
marks. Mentioning an expression is using a name of that expression.

35
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also says something false: Malcolm Turnbull is a man, made of meat rather than letters.
One final example:

» ‘‘Malcolm Turnbull’’ is the name of ‘Malcolm Turnbull’.

On the left-hand-side, here, we have the name of a name. On the right hand side, we have
a name. Perhaps this kind of sentence only occurs in logic textbooks, but it is true.

Those are just general rules for quotation, and you should observe them carefully in all
your work! To be clear, the quotation-marks here do not indicate indirect speech. They
indicate that you are moving from talking about an object, to talking about the name of
that object.

7.2 Object language and metalanguage

These general quotation conventions are of particular importance for us. After all, we are
describing a formal language here, Sentential, and so we are often mentioning expres-
sions from Sentential.

When we talk about a language, the language that we are talking about is called the 0OB-
JECT LANGUAGE. The language that we use to talk about the object language is called the
METALANGUAGE.

For the most part, the object language in this chapter has been the formal language that
we have been developing: Sentential. The metalanguage is English. Not conversational
English exactly, but English supplemented with some additional vocabulary which helps
us to get along.

Now, I have used italic upper case letters for atomic sentences of Sentential:
AJ BI C' Zl All B4' A25’]375’

These are sentences of the object language (Sentential). They are not sentences of Eng-
lish. So I must not say, for example:

» D is an atomic sentence of Sentential.

Obviously, I am trying to come out with an English sentence that says something about
the object language (Sentential). But ‘D’ is a sentence of Sentential, and no part of
English. So the preceding is gibberish, just like:

» Schnee ist weifd is a German sentence.

What we surely meant to say, in this case, is:
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» ‘Schnee ist weifd’ is a German sentence.
Equally, what we meant to say above is just:
» ‘D’ is an atomic sentence of Sentential.

The general point is that, whenever we want to talk in English about some specific expres-
sion of Sentential, we need to indicate that we are mentioning the expression, rather than
using it. We can either deploy quotation marks, or we can adopt some similar convention,
such as placing it centrally in the page.

7.3 Script fonts, and recursive definitions revisited

However, we do not just want to talk about specific expressions of Sentential. We also
want to be able to talk about any arbitrary sentence of Sentential. Indeed, I had to do
this in §6, when I presented the recursive definition of a sentence of Sentential. I used
upper case script font letters to do this, namely:

A,B,C,D, ...

These symbols do not belong to Sentential. Rather, they are part of our (augmented)
metalanguage that we use to talk about any expression of Sentential. To repeat the
second clause of the recursive definition of a sentence of Sentential, we said:

3. If A is a sentence, then —A is a sentence.
This talks about arbitrary sentences. If we had instead offered:
» If ‘A’ is a sentence, then ‘-4’ is a sentence.

this would not have allowed us to determine whether ‘=B’ is a sentence. To emphasise,
then:

‘A’ is a symbol in augmented English, which we use to talk about any
Sentential expression. ‘A’ is a particular atomic sentence of Sentential.

To come at this distinction a slightly different way, while ‘A4’ designates a sentence of
Sentential, it can designate a different sentence on different occasions. It behaves a bit
a like a pronoun - ‘it’ always designates some object, but a different one in different cir-
cumstances of use. By contrast, ‘A’ always names just that atomic sentence of Sentential
which is just the first letter of the English alphabet.
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This last example raises a further complication for our quotation conventions. I have not
included any quotation marks in the clauses of our recursive definition of a sentence of
Sententialin §6.2. Should I have done so?

The problem is that the expression on the right-hand-side of most of our recursive clauses
are not sentences of English, since they contain Sentential connectives, like ‘=’ Consider
clause 2. We might try to write:

2!, If A is a sentence, then ‘—A’ is a sentence.

But this is no good: ‘~A’ is not a Sentential sentence, since ‘A’ is a symbol of (augmen-
ted) English rather than a symbol of Sentential. What we really want to say is something
like this:

2", If A is a sentence, then the expression that consists of the symbol ‘-, followed im-
mediately by the sentence A, is also a sentence.

This is impeccable, but rather long-winded. But we can avoid long-windedness by creating
our own conventions. We can perfectly well stipulate that an expression like ‘=4’ should
simply be read as abbreviating the long-winded account. So, officially, the metalanguage
expression ‘=4’ simply abbreviates:

the expression that consists of the symbol ‘=’ followed by the sentence A

and similarly, for expressions like ‘(A AB)’, ‘(A V B), etc. The latter is the expression which
consists of the sentence A followed by the symbol ‘v’ followed by the sentence B.

7.4 Quotation conventions for arguments

One of our main purposes for using Sentential is to study arguments, and that will be
our concern in chapter 3. In English, the premises of an argument are often expressed by
individual sentences, and the conclusion by a further sentence. Since we can symbolise
English sentences, we can symbolise English arguments using Sentential. Thus we might
ask whether the argument whose premises are the Sentential sentences ‘A’ and ‘A —
C’, and whose conclusion is the Sentential sentence ‘C’, is valid. However, it is quite a
mouthful to write that every time. So instead I shall introduce another bit of abbreviation.
This:
Ay, Ay, oy Ay = C

abbreviates:
the argument with premises A, A5, ..., A, and conclusion €
To avoid unnecessary clutter, we shall not regard this as requiring quotation marks around

it. This is a name of an argument, not an argument itself. (Note, then, that ‘-’ is a symbol
of our augmented metalanguage, and not a new symbol of Sentential.)
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Practice exercises

A. For each of the following: Are the quotation marks correctly used, strictly speaking? If
not, propose a corrected version.

1. Snow is not a sentence of English.

2. ‘A — C’is a sentence of Sentential.

3. ‘aA’ is the expression consisting of the symbol ‘=’ followed by the upper case script
letter ‘A’

4. If‘A’ is a sentence, so is ‘(A V A).

‘A’ has the same number of characters as ‘A’.

4
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Schematic truth tables

So much for the grammar of Sentential. We turn now to the intended interpretation of
Sentential sentences.

We have seen how to use a symbolisation key in §4.1 to temporarily assign a meaning to
some of the atomic sentences of Sentential. This symbolisation key will at the very least
assign a truth-value to those atomic sentences. Any non-atomic sentence of Sentential
is composed of atomic sentences with sentential connectives. It turns out that we don’t
need to know anything more about the atomic sentences of Sentential than their truth
values to assign a truth value to those non-atomic, or COMPOUND, sentences. More gen-
erally, the truth value of any compound sentence depends only on the truth value of the
subsentences that comprise it. In order to know the truth value of ‘(D A E)’, for instance,
you only need to know the truth value of ‘D’ and the truth value of ‘E’. In order to know
the truth value of ‘(D A E) V F)’, you need only know the truth value of ‘(D A E)’ and ‘F’.
And so on. This is fact a good part of the reason why we’ve chose these connectives, and
chose their English near-equivalents as our structural words.

We introduced five connectives in chapter 2. So we simply need to explain how they map
between truth values. For convenience, we shall represent ‘True’ by ‘T’ and ‘False’ by ‘F..
(But just to be clear, the two truth values are True and False; the truth values are not
letters!)

Not only does the truth value of a compound sentence of Sentential depend only on
the truth values assigned to its subsentences, it does so uniquely. We may happily refer to
the truth value of ‘A’ as determined by its constituents. This means we may represent the
pattern of dependence of compound sentence truth values on subsentence truth values
in a simple table.

Negation. For any sentence A: If A is true, then ‘—cA’ is false. If ‘=4’ is true, then A is
false. We can summarize this dependence in the schematic truth table for negation:

A | =A
T| F
F| T
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Conjunction. For any sentences A and B, ‘AAB’ is true if and only if both A and B are
true. We can summarize this in the schematic truth table for conjunction:

B

mm o= | &
m T4 |®)
o | >

Note that conjunction is symmetrical. The truth value for ‘A AB’ is always the same as the
truth value for ‘B A A’

Disjunction. Recall that ‘v’ always represents inclusive or. So, for any sentences A and
B, ‘AVB’istrueifand only if either A or B is true. We can summarize this in the schematic
truth table for disjunction:

M= S
m—am | W
M- <

Like conjunction, disjunction is symmetrical.

Conditional. I'm just going to come clean and admit it. Conditionals are a problem in
Sentential. This is not because there is any problem finding a truth table for the con-
nective ‘-, but rather because the truth table we put forward seems to make ‘=’ behave
in ways that are different to the way that the English counterpart ‘if ... then ..! behaves.
Exactly how much of a problem this poses is a matter of philosophical contention. I shall
discuss a few of the subtleties in §§9.3 and 11.5.

We know at least this much: if A is true and B is false, then ‘4 — B’ should be false. For
now, | am going to stipulate that this is the only type of case in which ‘A4 — B’ is false. We
can summarize this with a schematic truth table for the Sentential conditional.

B

M= S
ma | W
4Ty
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The conditional is asymmetrical. You cannot swap the antecedent and consequent

without changing the meaning of the sentence, because A — B has a very different truth
table from B - A.

Biconditional. Since a biconditional is to be the same as the conjunction of a condi-

tional running in each direction, we shall want the truth table for the biconditional to
be:

A B|AeB
T T| T
T F| F
F T| F
F F| T

Unsurprisingly, the biconditional is symmetrical.



Truth-functional connectives

9.1 The idea of truth-functionality

[ want to introduce an important idea about sentence connectives.

A connective is TRUTH-FUNCTIONAL iff the truth value of a sentence with that
connective as its main connective is uniquely determined by the truth value(s)
of the constituent sentence(s).

We just saw that every connective in Sentential is truth-functional - we would not have
been able to draw up our schematic truth tables if they had not been. The truth value of a
negation is uniquely determined by the truth value of the unnegated sentence. The truth
value of a conjunction is uniquely determined by the truth value of both conjuncts. The
truth value of a disjunction is uniquely determined by the truth value of both disjuncts.
And so on. To determine the truth value of some Sentential sentence, we only need to
know the truth value of its components. This is why the study of Sentential is termed
truth-functional logic.

In plenty of languages there are connectives that are not truth-functional. In English, for
example, we can form a new sentence from any simpler sentence by prefixing it with ‘It is
necessarily the case that ... The truth value of this new sentence is not fixed solely by the
truth value of the original sentence. For consider two true sentences:

1. 2+2=4.
2. Shostakovich wrote fifteen string quartets.

Whereas it is necessarily the case that 2 + 2 = 4, it is not necessarily the case that Shos-
takovich wrote fifteen string quartets. If Shostakovich had died earlier, he would have
failed to finish Quartet no. 15; if he had lived longer, he might have written a few more. So
‘It is necessarily the case that ../ is a connective of English, but it is not truth-functional.

Given that the English numeral ‘2’ names the number two, and the numeral ‘4’ names the number four,
and ‘+’ names addition, then it must be that the result of adding two to itself is four. This is not to say
that ‘2’ had to be used in the way we actually use it - if ‘2’ had named three, the sentence would have
been false. But in its actual use, it is a necessary truth.
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9.2 Symbolising versus translating

All of the connectives of Sentential are truth-functional. But more than that: they really
do nothing but map us between truth values.

When we symbolise a sentence or an argument in Sentential, we ignore everything be-
sides the contribution that the truth values of a component might make to the truth value
of the whole. There are subtleties to our ordinary claims that far outstrip their mere truth
values. Sarcasm; poetry; snide implicature; emphasis; these are important parts of every-
day discourse. But none of this is retained in Sentential. As remarked in §5, Sentential
cannot capture the subtle differences between the following English sentences:

1. Jon is fat and Jon is quick

2. Although Jon is fat, Jon is quick

3. Despite being fat, Jon is quick

4. Jon is quick, albeit fat

5. Jon’s fatness notwithstanding, he is quick

All of the above sentences will be symbolised with the same Sentential sentence, perhaps
‘FAQ.

I keep saying that we use Sentential sentences to symbolise English sentences. Many
other textbooks talk about translating English sentences into Sentential. But a good
translation should preserve certain facets of meaning, and - as I have just pointed out -
Sentential just cannot do that. This is why I shall speak of symbolising English sentences,
rather than of translating them.

This affects how we should understand our symbolisation keys. Consider a key like:

F: Jon is fat.
Q: Jon is quick.

Other textbooks will understand this as a stipulation that the Sentential sentence ‘F’
should mean that Jon is fat, and that the Sentential sentence ‘Q’ should mean that Jon
is quick. But Sentential just is totally unequipped to deal with meaning. The preceding
symbolisation key is doing no more nor less than stipulating that the Sentential sentence
‘F’ should take the same truth value as the English sentence ‘Jon is fat’ (whatever that
might be), and that the Sentential sentence ‘Q’ should take the same truth value as the
English sentence ‘Jon is quick’ (whatever that might be).

When we treat a Sentential sentence as symbolising an English sentence, we
are stipulating that the Sentential sentence is to take the same truth value
as that English sentence.
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9.3 Indicative versus subjunctive conditionals

I want to bring home the point that Sentential can only deal with truth functions by
considering the case of the conditional. When I introduced the schematic truth table
for the material conditional in §8, I did not say much to justify it. Let me now offer a
justification, which follows Dorothy Edgington.>

Suppose that Lara has drawn some shapes on a piece of paper, and coloured some of them
in. I have not seen them, but I claim:

If any shape is grey, then that shape is also circular.

As it happens, Lara has drawn the following:

® OO

In this case, my claim is surely true. Shapes C and D are not grey, and so can hardly present
counterexamples to my claim. Shape A is grey, but fortunately it is also circular. So my
claim has no counterexamples. It must be true. And that means that each of the following
instances of my claim must be true too:

» If A is grey, then it is circular (true antecedent, true consequent)
» If C is grey, then it is circular (false antecedent, true consequent)
» If D is grey, then it is circular (false antecedent, false consequent)

However, if Lara had drawn a fourth shape, thus:

ORAON

then my claim would have be false. So it must be that this claim is false:

» If B is grey, then it is a circular (true antecedent, false consequent)

> Dorothy Edgington, ‘Conditionals) 2006, in the Stanford Encyclopedia of Philosophy (http://plato.
stanford.edu/entries/conditionals/).


http://plato.stanford.edu/entries/conditionals/
http://plato.stanford.edu/entries/conditionals/
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Now, recall that every connective of Sentential has to be truth-functional. This means
that the mere truth value of the antecedent and consequent must uniquely determine the
truth value of the conditional as a whole. Thus, from the truth values of our four claims
— which provide us with all possible combinations of truth and falsity in antecedent and
consequent — we can read off the truth table for the material conditional.

What this argument shows is that ‘=’ is the only candidate for a truth-functional con-
ditional. Otherwise put, it is the best conditional that Sentential can provide. But is it
any good, as a surrogate for the conditionals we use in everyday language? Consider two
sentences:

1. If Mitt Romney had won the 2012 election, then he would have been the 45th Pres-
ident of the USA.

2. If Mitt Romney had won the 2012 election, then he would have turned into a helium-
filled balloon and floated away into the night sky.

Sentence 1 is true; sentence 2 is false. But both have false antecedents and false con-
sequents. So the truth value of the whole sentence is not uniquely determined by the
truth value of the parts. Do not just blithely assume that you can adequately symbolise
an English ‘if ..., then ... with Sentential’s ‘=’

The crucial point is that sentences 1 and 2 employ subjunctive conditionals, rather than
indicative conditionals. They ask us to imagine something contrary to fact - Mitt Rom-
ney lost the 2012 election - and then ask us to evaluate what would have happened in
that case. The classic illustration of the difference between the indicative and subjunctive
conditional comes from pairs like these:

3. If a dingo didn't take Azaria Chamberlain, something else did.
4. If a dingo hadn’t taken Azaria Chamberlain, something else would have.

The indicative conditional in 3 is true, given the actual historical fact that she was taken.
But is the subjunctive, or counterfactual, in 4 also true? It seems not. (She was not destined
to be taken by something or other, and if the dingo hadn't intervened, she wouldn’t have
disappeared at all.)

The point to take away from this is that subjunctive conditionals cannot be tackled using
‘>’ This is not to say that they cannot be tackled by any formal logical language, only that
Sentential is not up to the job. Only indicative conditionals are able to be modelled by
Sentential.

In fact there are even difficulties with indicatives in Sentential. I shall say a little more
about those difficulties in §11.5 and in §27.5. For now, I shall content myself with the ob-
servation that ‘-’ is the only plausible candidate for a truth-functional conditional, but
that many English conditionals cannot be represented adequately using ‘=’ Sentential
is an intrinsically limited language. But this is only a problem if you try to use it to do
things it wasn’t designed to do.
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Complete truth tables

So far, we have considered assigning truth values to Sentential sentences indirectly. We
have said, for example, that a Sentential sentence such as ‘B’ is to take the same truth
value as the English sentence ‘Big Ben is in London’ (whatever that truth value may be).
But we can also assign truth values directly. We can simply stipulate that ‘B’ is to be true,
or stipulate that it is to be false.

A VALUATION is any assignment of truth values to some atomic sentences of
Sentential. It assigns exactly one truth value, either True or False, to each of
the sentences in question.

Avaluation is a temporary assignment of ‘meanings’ to Sentential sentences, in much the
same way as a symbolisation key might be. What is distinctive about Sentential is that
almost all of its basic vocabulary - the atomic sentences - only get their meanings in this
temporary fashion. The only parts of Sentential that get their meanings permanently are
the connectives, which always have a fixed interpretation. This is rather unlike English,
where most words have their meanings on a permanent basis. But there are some words
in English - like pronouns (‘he) ‘she’) and demonstratives (‘this, ‘that’) - that get their
meaning assigned temporarily, and then can be reused with a different meaning in another
context. Of course we don’t have anything so explicit and deliberate as a valuation or a
symbolisation key in English to assign a meaning to a particular use of ‘this’

We introduced schematic truth tables in §8. These showed what truth value a compound
sentence with a certain structure was determined to have by the truth values of its sub-
sentences, whatever they might be. We now introduce a closely related idea, that of a
truth table. This shows how a specific compound sentence has its truth value determined
by the truth values of its specific atomic subsentences, across all the possible ways that
those atomic subsentences might be assigned True and False.

You will no doubt have realised that a way of assigning True and False to atomic sentences
is a valuation. So we can say: a TRUTH TABLE summarises how the truth value of a com-
pound sentence depends on the possible valuations of its atomic subsentences. Each row
of a truth table represents a possible valuation. The entire truth table represents all pos-
sible valuations. And the truth table provides us with a means to calculate the truth value
of complex sentences, on each possible valuation. This is pretty abstract. So it might be
easiest to explain with an example.

48
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10.1 A worked example

Consider the sentence ‘(H AI) —» H'. There are four possible ways to assign True and False
to the atomic sentence ‘H’ and ‘I’ - four possible valuations — which we can represent as
follows:

(HAD)-H

o | X

!
T
F
T
F

To calculate the truth value of the entire sentence ‘(H A I) = H’, we first copy the truth
values for the atomic sentences and write them underneath the letters in the sentence:

H 1| HA)-H
T T| T T T
T F| T F T
F T|F T F
F F| F F F

Now consider the subsentence ‘(H A I)’ This is a conjunction, (A A B), with ‘H’ as A and
with ‘I’ as B. The schematic truth table for conjunction gives the truth conditions for any
sentence of the form (A A B), whatever A and B might be. It summarises the point that a
conjunction is true iff both conjuncts are true. In this case, our conjuncts are just ‘H’ and
‘I. They are both true on (and only on) the first line of the truth table. Accordingly, we
can calculate the truth value of the conjunction on all four rows.

ANB
H I | HA)-H
T T|TTT T
T F|TFF T
F T| FFT F
F F| FFF F

Now, the entire sentence that we are dealing with is a conditional, A — B, with ‘(H A I)’
as A and with ‘H’ as B. On the second row, for example, ‘(H A I)’ is false and ‘H’ is true.
Since a conditional is true when the antecedent is false, we write a ‘T’ in the second row
underneath the conditional symbol. We continue for the other three rows and get this:
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A - B
H I | (HAD—H
T T T TT
T F F TT
F T F TF
F F F TF

The conditional is the main logical connective of the sentence. And the column of ‘T’s
underneath the conditional tells us that the sentence ‘(HAI) = H’ is true regardless of the
truth values of ‘H’ and ‘I’. They can be true or false in any combination, and the compound
sentence still comes out true. Since we have considered all four possible assignments of
truth and falsity to ‘H’ and ‘I’ - since, that is, we have considered all the different valuations
- we can say that ‘(H A I) —» H’ is true on every valuation.

In this example, | have not repeated all of the entries in every column in every successive
table. When actually writing truth tables on paper, however, it is impractical to erase whole
columns or rewrite the whole table for every step. Although it is more crowded, the truth
table can be written in this way:

o 4| X
o m |~
—~3
s
>yl
-

—

Most of the columns underneath the sentence are only there for bookkeeping purposes.
The column that matters most is the column underneath the main connective for the
sentence, since this tells you the truth value of the entire sentence. I have emphasised
this, by putting this column in bold. When you work through truth tables yourself, you
should similarly emphasise it (perhaps by underlining).

10.2 Building complete truth tables

A COMPLETE TRUTH TABLE has a line for every possible assignment of True and False to
the relevant atomic sentences. Each line represents a valuation, and a complete truth table
has a line for all the different valuations.

The size of the complete truth table depends on the number of different atomic sentences
in the table. A sentence that contains only one atomic sentence requires only two rows, as
in the schematic truth table for negation. This is true even if the same letter is repeated
many times, as in the sentence ‘((C & €) > C) A =(C - C). The complete truth table
requires only two lines because there are only two possibilities: ‘C’ can be true or it can be
false. The truth table for this sentence looks like this:
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C|((CeC)»C)An(C-0)

T TTT TT FF TTT
F FTF FF FF FTF

Looking at the column underneath the main connective, we see that the sentence is false
on both rows of the table; i.e., the sentence is false regardless of whether ‘C’ is true or false.
It is false on every valuation.

A sentence that contains two atomic sentences requires four lines for a complete truth
table, as in the schematic truth tables, and as in the complete truth table for ‘(HAI) - H..

A sentence that contains three atomic sentences requires eight lines:

P|MA(NVP)

TTTTT
TTTTF
TTFTT
TFFFF
FFTTT
FFTTF
FFFTT
FFFFF

e e e I I I I
TS| =
=™ =™ =T~

From this table, we know that the sentence ‘M A (N V P)’ can be true or false, depending
on the truth values of ‘M’, ‘N’, and ‘P’.

A complete truth table for a sentence that contains four different atomic sentences re-
quires 16 lines. Five letters, 32 lines. Six letters, 64 lines. And so on. To be perfectly general:
If a complete truth table has n different atomic sentences, then it must have 2" lines."

In order to fill in the columns of a complete truth table, begin with the right-most atomic
sentence and alternate between ‘T’ and ‘F’ In the next column to the left, write two ‘T’s,
write two ‘F’s, and repeat. For the third atomic sentence, write four ‘“T’s followed by four
‘F’s. This yields an eight line truth table like the one above. For a 16 line truth table, the
next column of atomic sentences should have eight “T’s followed by eight ‘F’s. For a 32 line
table, the next column would have 16 “T’s followed by 16 ‘F’s. And so on.

Since the values of atomic sentences are independent of each other, each new atomic sentence A, we
consider is capable of being true or false on every existing valuation on Ay, .., A,, and so there must be
twice as many valuations on A, .., A, Apyq aS 0N Ay, .., Ay
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10.3 More bracketing conventions

Consider these two sentences:

((AAB)AC)
(AA(BAC))

These have the same truth table. Consequently, it will never make any difference from
the perspective of truth value - which is all that Sentential cares about (see §9) — which
of the two sentences we assert (or deny). And since the order of the brackets does not
matter, I shall allow us to drop them. In short, we can save some ink and some eyestrain
by writing:

AANBAC

The general point is that, if we just have a long list of conjunctions, we can drop the inner
brackets. (I already allowed us to drop outermost brackets in §6.) The same observation
holds for disjunctions. Since the following sentences have exactly the same truth table:

((AVB) V()
(AV (BVO))

we can simply write:
AVBVC(C

And generally, if we just have a long list of disjunctions, we can drop the inner brackets.
But be careful. These two sentences have different truth tables:

(A-B)—-0)
(A- (B -C0()

So if we were to write:
A->B-C

it would be dangerously ambiguous. So we must not do the same with conditionals.
Equally, these sentences have different truth tables:

(AvB)AD)
(Av(BACD))

So if we were to write:
AVBAC

it would be dangerously ambiguous. Never write this. The moral is: you can drop brackets
when dealing with a long list of conjunctions, or when dealing with a long list of disjunc-
tions. But that’s it.
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Practice exercises

A. Offer complete truth tables for each of the following:

A-A

C - C
(A<—>B)<—>—|(A<—>—|B)
(A-B)vV(B-=4)
(AAB) -» (BV A4)
—|(AVB) Lad (—|A/\—|B)
((AABYA=(AAB))AC
((AAB)AC) > B
=((cvA)VvB)

E R BN I

B. Check all the claims made in introducing the new notational conventions in §10.3, i.e.,
show that:

. “((AAB)ACY and ‘(A A (B A €))’ have the same truth table
‘((AvB)v ) and ‘(A V (B V €)) have the same truth table
‘((AVvB)ACY and ‘(A V (B A €)) do not have the same truth table
‘((A-> B) » €) and ‘(4 » (B - (€))’ do not have the same truth table

Bw oo

Also, check whether:
5. ‘(A< B) & C) and ‘(A « (B < ()) have the same truth table

If you want additional practice, you can construct truth tables for any of the sentences
and arguments in the exercises for the previous chapter.
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Semantic concepts

In the previous section, we introduced the idea of a valuation and showed how to determ-
ine the truth value of any Sentential sentence, on any valuation, using a truth table. In
this section, we shall introduce some related ideas, and show how to use truth tables to
test whether or not they apply.

1.1 Tautologies and contradictions

In §3, I explained necessary truth and necessary falsity. Both notions have close but im-
perfect surrogates in Sentential. We shall start with a surrogate for necessary truth.

A is a TAUTOLOGY iff it is true on every valuation.

We can determine whether a sentence is a tautology just by using truth tables. If the
sentence is true on every line of a complete truth table, then it is true on every valuation,
so it is a tautology. In the example of §10, ‘(H A I) —» H’ is a tautology.

This is only, though, a surrogate for necessary truth. There are some necessary truths that
we cannot adequately symbolise in Sentential. An example is ‘2 + 2 = 4’ This must be
true, but if we try to symbolise it in Sentential, the best we can offer is an atomic sen-
tence, and no atomic sentence is a tautology.’ Still, if we can adequately symbolise some
English sentence using a Sentential sentence which is a tautology, then that English
sentence expresses a necessary truth.

We have a similar surrogate for necessary falsity:

A is a CONTRADICTION iff it is false on every valuation. ‘

We can determine whether a sentence is a contradiction just by using truth tables. If the
sentence is false on every line of a complete truth table, then it is false on every valu-
ation, so it is a contradiction. In the example of §10, ‘((C & €) » C) A=(C - C) isa
contradiction.

' At this risk of repeating myself: 2 + 2 = 4 is necessarily true, but it is not necessarily true in virtue of its
structure. A necessary truth is true, with its actual meaning, in every possible situation. A Sentential-
tautology is true in the actual situation on every possible way of interpreting its atomic sentences. These
are interestingly different notions.

54
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1.2 Equivalence

Here is a similar, useful notion:

’ A and B are EQUIVALENT iff they have the same truth value on every valuation. ‘

We have already made use of this notion, in effect, in §10.3; the point was that ‘(AAB)AC’
and ‘A A (B A C)’ are equivalent. Again, it is easy to test for equivalence using truth tables.
Consider the sentences ‘—(P vV Q)" and ‘=P A =Q’. Are they equivalent? To find out, we
construct a truth table.

‘ - (PVQ) ‘ “PA=Q

Q

T| FTTT | FTFFT
F| FTTF | FTFTF
T
F

FFTT | TFFFT
TFFF | TFTTF

Mo | o

Look at the columns for the main connectives; negation for the first sentence, conjunction
for the second. On the first three rows, both are false. On the final row, both are true. Since
they match on every row, the two sentences are equivalent.

11.3 Consistency

In §3, I said that sentences are jointly consistent iff it is possible for all of them to be true
at once. We can offer a surrogate for this notion too:

A4, Ay, ..., Ay are JOINTLY CONSISTENT iff there is some valuation which makes
them all true.

Derivatively, sentences are jointly inconsistent if there is no valuation that makes them all
true. Again, it is easy to test for joint consistency using truth tables.

11.4 Entailment and validity

The following idea is closely related to that of joint consistency:

The sentences A, A, .., Ay, ENTAIL the sentence C if there is no valuation of
the atomic sentences which makes all of A4, Aj, ..., A, true and C false.

Again, it is easy to test this with a truth table. Let us check whether ‘<L — (J v L)’ and
‘5L’ entail ‘J, we simply need to check whether there is any valuation which makes both
‘aL = (J vV L) and ‘L’ true whilst making ‘J’ false. So we use a truth table:
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| aL->(vL) | =L | J

L

T|FTTTTT | FT
F| TFTTTF | TF
T
F

FTTFTT | FT
TFFFFF | TF

e e B R
e ] ]

The only row on which both‘=L — (J vV L)’ and ‘L’ are true is the second row, and that is
a row on which Y/’ is also true. So ‘-~L - (J V L) and ‘~L’ entail /.

We now make an important observation:

If Ay, Ay, ..., Ap entail C, then A4, Ay, ..., A, -~ C is valid.

Here’s why. If A4, A,, .., A, entail C, then there is no valuation which makes all of
Ay, Ay, ...y Ay true whilst making € false. It is thus not possible - given the actual mean-
ings of the connectives of Sentential - for the sentences A4, A5, .., A, to jointly be true
without C being true too, so the argument A,, A,, ..., A, - C is conclusive. Furthermore,
because the conclusiveness of this argument doesn’t depend on anything other that the
structure of the sentences in the argument, it is also valid. (Because we consider every
valuation, the conclusiveness of the argument cannot turn on the particular truth values
assigned to the atomic sentences.)

In short, we have a way to test for the validity of English arguments. First, we symbolise
them in Sentential, as having premises A, A5, ..., Ay, and conclusion €. Then we test
for entailment using truth tables.

11.5 The limits of these tests

We have reached an important milestone: a test for the validity of arguments! But, we
should not get carried away just yet. It is important to understand the limits of our achieve-
ment. [ shall illustrate these limits with three examples.

First, consider the argument:
1. Daisy is a small cow. So, Daisy is a cow.

To symbolise this argument in Sentential, we would have to use two different atomic
sentences — perhaps ‘S’ and ‘C’ - for the premise and the conclusion respectively. Now, it
is obvious that ‘S’ does not entail ‘C’. But the English argument surely seems valid - the
structure of ‘Daisy is a small cow’ guarantees that ‘Daisy is a cow’ is true. (Note that a
small cow might still be rather large, so we cannot fudge things by symbolising ‘Daisy is a
small cow’ as a conjunction of ‘Daisy is small’ and ‘Daisy is a cow’. We'll return to this sort
of case in §16.) So our Sentential-based test for validity in English will have some false
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negatives: it will classify some valid English arguments as invalid. But any argument that
it classifies as valid will indeed be valid - it will not exhibit false positives.

Second, consider the sentence:
2. Jan is neither bald nor not-bald.

To symbolise this sentence in Sentential, we would offer something like ‘= A ==/ This
a contradiction (check this with a truth-table). But sentence 2 does not itself seem like a
contradiction; for we might have happily go on to add ‘Jan is on the borderline of baldness’!

Third, consider the following sentence:
3. It’s not the case that, if God exists, She answers malevolent prayers.

Symbolising this in Sentential, we would offer something like ‘(G » M)’ Now, ‘=(G -
M)’ entails ‘G’ (again, check this with a truth table). So if we symbolise sentence 3 in
Sentential, it seems to entail that God exists. But that’s strange: surely even the atheist
can accept sentence 3, without contradicting herself! Some say that 3 would be better sym-
bolised by ‘G — =M/, even though that doesn'’t reflect the apparent form of the English
sentence. ‘G - —M’ does not entail G. This symbolisation does a better job of reflect-
ing the intuitive consequences of the English sentence 3, but at the cost of abandoning
a straightforward correspondence between the structure of English sentences and their
Sentential symbolisations.

In different ways, these three examples highlight some of the limits of working with a
language (like Sentential) that can only handle truth-functional connectives. Moreover,
these limits give rise to some interesting questions in philosophical logic. The case of
Jan’s baldness (or otherwise) raises the general question of what logic we should use when
dealing with vague discourse. The case of the atheist raises the question of how to deal
with the (so-called) paradoxes of material implication. Part of the purpose of this course is
to equip you with the tools to explore these questions of philosophical logic. But we have
to walk before we can run; we have to become proficient in using Sentential, before we
can adequately discuss its limits, and consider alternatives. I will return one final time to
the relation between ‘if’ and — in §27.5.

11.6 The double-turnstile

We are going to use the notion of entailment rather a lot in this book. It will help us,
then, to introduce a symbol that abbreviates it. Rather than saying that the Sentential
sentences A4, A,, ... and A, together entail C, we shall abbreviate this by:

Ay, Ay, oy Ay E C.

The symbol ‘E’ is known as the double-turnstile, since it looks like a turnstile with two
horizontal beams.



58 TRUTH TABLES

But let me be clear. ‘<’ is not a symbol of Sentential. Rather, it is a symbol of our metalan-
guage, augmented English (recall the difference between object language and metalan-
guage from §7). So the metalanguage sentence:

4. PP->QEQ
is just an abbreviation for the English sentence:

5. The Sentential sentences ‘P’ and ‘P — Q’ entail ‘Q’.

Note that there is no limit on the number of Sentential sentences that can be mentioned
before the symbol ‘. Indeed, we can even consider the limiting case:

6. EC.
6 is false if there is a valuation which makes all the sentences appearing on the left hand
side of ‘¥’ true and makes C false. Since no sentences appear on the left side of ‘=’ in 6, it is
trivial to make ‘them’ all true. So it is false if there is a valuation which makes C false - and
so 6 is true iff every valuation makes C true. Otherwise put, 6 says that C is a tautology.
Equally:

7. Aq, e Ap E
says that A4, ..., A, are jointly inconsistent. It follows that

8. AE

says that A is individually inconsistent. That is to say, A is a contradiction.>

Here is an important connection between inconsistency and entailment.

Aq, ewAp ECIiff Ay, ..., Ay, =C E.

If every valuation which makes each of A4, .., A, true also makes C true, then all of
those valuations also make ‘~C’ false. So there can be no valuation which makes each
of A4, ..., Ay, =C true. So those sentences are jointly inconsistent.

2 Ifyou find it difficult to see why ‘= A’ should say that A is a tautology, you should just take 6 as an
abbreviation for that claim. Likewise you should take ‘A ¥’ as abbreviating the claim that A is a con-
tradiction.
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1.7 ‘E’ versus ‘>’

I now want to compare and contrast ‘=’ and ‘-’.

Observe: A E C iff there is no valuation of the atomic sentences that makes A true and C
false.

Observe: A — C is a tautology iff there is no valuation of the atomic sentences that makes
A — C false. Since a conditional is true except when its antecedent is true and its con-
sequent false, A — C is a tautology iff there is no valuation that makes A true and C
false.

Combining these two observations, we see that A — C is a tautology iff A & C.3 But there
is a really important difference between ‘=’ and ‘>

‘>’ is a sentential connective of Sentential.
‘e’ is a symbol of augmented English.

Indeed, when ‘=’ is flanked with two Sentential sentences, the result is a longer
Sentential sentence. By contrast, when we use ‘=, we form a metalinguistic sentence
that mentions the surrounding Sentential sentences.

If ‘A — €’ is a tautology, then A E C. But ‘A — €’ can be true on a valuation without
being a tautology, and so can be true on a valuation even when A doesn't entail C. Some-
times people are inclined to confuse entailment and conditionals, perhaps because they
are tempted by the thought that we can only establish the truth of a conditional by logic-
ally deriving the consequent from the antecedent. But while this is the way to establish
the truth of a tautologous conditional, most conditionals posit a weaker relation between
antecedent and consequent than that - for example, a causal or statistical relationship
might be enough to justify the truth of the conditional ‘If you smoke, then you'll lower
your life expectancy’.

Practice exercises

A. Revisit your answers to §10A. Determine which sentences were tautologies, which were
contradictions, and which were neither tautologies nor contradictions.

B. Use truth tables to determine whether these sentences are jointly consistent, or jointly
inconsistent:

3 This result sometimes goes under a fancy title: the Deduction Theorem for Sentential. It is easy to see
that this more general result follows from the Deduction Theorem: By, ..., B,, A E Ciff By, .., B, E A =
C.



60

N

N o AW

Vih W N

TRUTH TABLES

1. Ao A —A-> -4, ANA AVA
2. AVB,A->C,B—->C

3.
4

BA(CVA),A-B,=~(BVC(C)
Ao (BvV(),C->-AA-> =B

. Use truth tables to determine whether each argument is valid or invalid.

A->A A

A- (AN=A) ~ —A

AV(B—>A) ~—A-> =B
AVB,BV(C,—A+BAC
(BAA) > C,(CAA) > B~ (CAB)— A

. Answer each of the questions below and justify your answer.

Suppose that A and B are equivalent. What can you say about A < B?

Suppose that (A A B) — C is neither a tautology nor a contradiction. What can you
say about whether A, B - C is valid?

Suppose that A, B and C are jointly inconsistent. What can you say about (AABAC)?
Suppose that A is a contradiction. What can you say about whether A, B &= C?
Suppose that C is a tautology. What can you say about whether A, B &= C?

Suppose that A and B are equivalent. What can you say about (A Vv B)?

Suppose that A and B are not equivalent. What can you say about (A V B)?

E. Consider the following principle:

> Suppose A and B are equivalent. Suppose an argument contains A (either as a

premise, or as the conclusion). The validity of the argument would be unaffected, if
we replaced A with B.

Is this principle correct? Explain your answer.



12 Truth table shortcuts

With practice, you will quickly become adept at filling out truth tables. In this section, I
want to give you some permissible shortcuts to help you along the way.

12.1  Working through truth tables

You will quickly find that you do not need to copy the truth value of each atomic sentence,
but can simply refer back to them. So you can speed things up by writing:

P Q| (PvQ)e-P
T T T FF
T F T FF
F T T TT
F F F FT

You also know for sure that a disjunction is true whenever one of the disjuncts is true.
So if you find a true disjunct, there is no need to work out the truth values of the other
disjuncts. Thus you might offer:

Q| (=Pv=Q)v =P
T| F FF FF
F
T
F

F TT TF
TT
TT

o | o

Equally, you know for sure that a conjunction is false whenever one of the conjuncts is
false. So if you find a false conjunct, there is no need to work out the truth value of the
other conjunct. Thus you might offer:

61
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P Q| -~(PA-Q)A=P
T T FF
T F FF
F T|T F TT
F F|T F TT

A similar short cut is available for conditionals. You immediately know that a conditional
is true if either its consequent is true, or its antecedent is false. Thus you might present:

P Q| (P-Q)-P)->P
T T T
T F T
F T T F T
F F T F T

So ‘((P - Q) — P) — P’is a tautology. In fact, it is an instance of Peirce’s Law, named after
Charles Sanders Peirce.

12.2 Testing for validity and entailment

When we use truth tables to test for validity or entailment, we are checking for bad lines:
lines where the premises are all true and the conclusion is false. Note:

* Any line where the conclusion is true is not a bad line.
* Any line where some premise is false is not a bad line.

Since all we are doing is looking for bad lines, we should bear this in mind. So: if we find
a line where the conclusion is true, we do not need to evaluate anything else on that line:
that line definitely isn’t bad. Likewise, if we find a line where some premise is false, we do
not need to evaluate anything else on that line.

With this in mind, consider how we might test the following for validity:
=L - UVL),—|L .'.]

The first thing we should do is evaluate the conclusion. If we find that the conclusion is
true on some line, then that is not a bad line. So we can simply ignore the rest of the line.
So at our first stage, we are left with something like:

J L|aL-(QvLD) | -L|]
T T T
T F T
F T ? ? | F
F F ? ? | F
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where the blanks indicate that we are not going to bother doing any more investigation

(since the line is not bad) and the question-marks indicate that we need to keep investig-
ating.

The easiest premise to evaluate is the second, so we next do that:

J L \ —~L->(JVL) \ —L \ ]
T T T
T F T
F T F F
F F ? T | F

Note that we no longer need to consider the third line on the table: it will not be a bad

line, because (at least) one of premises is false on that line. And finally, we complete the
truth table:

J L|aL-QvL) | aL|J
T T T
T F T
F T F | F
F F|T F F T | F

The truth table has no bad lines, so the argument is valid. (Any valuation on which all the
premises are true is a valuation on which the conclusion is true.)

It might be worth illustrating the tactic again. Let us check whether the following argu-
ment is valid

AVB,=(ANC),~(BA-D) ~ (=CVD)

At the first stage, we determine the truth value of the conclusion. Since this is a disjunc-
tion, it is true whenever either disjunct is true, so we can speed things along a bit. We can
then ignore every line apart from the few lines where the conclusion is false.
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A B C D|AVB|-(AAC) | ~(BA-D) | (~CVD)
T T T T T
T T T F| ? ? ? F F
T T F T T
T T F F T T
T F T T T
T F T F| ? ? ? F F
T F F T T
T F F F T T
F T TT T
F T T F| ? ? ? F F
F T F T T
F T F F T T
F F T T T
F F T F| ? ? ? F F
F F F T T
F F F F T T

We must now evaluate the premises. We use shortcuts where we can:

A B C D|AVB| =(AAC) | =(BA=D) | («CVD)
T T T T T
T TTF| T |F T F F
T T F T T
T T F F T T
T F T T T
T F T F| T |F T F F
T F F T T
T F F F T T
F T T T T
F TTF| T |TF F TT F F
F T F T T
F T F F T T
F F T T T
F F T F| F F F
F F F T T
F F F F T T

If we had used no shortcuts, we would have had to write 256 “T’s or ‘F’s on this table. Using
shortcuts, we only had to write 37. We have saved ourselves a lot of work.
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[ have been discussing shortcuts in testing for validity. But exactly the same shortcuts can
be used in testing for entailment. By employing a similar notion of bad lines, you can save
yourself a huge amount of work.

Practice exercises

A. Using shortcuts, determine whether each sentence is a tautology, a contradiction, or
neither.

-BAB

-DVvD
(AAB)V (B AA)
—|(A—>(B—>A))

Ao (A- (BA=B))
-(AAB) & A

A- (BVO0)
(AA—=4) - (BVC)
(BAD) & (Ao (AVD))

O XN AW N e
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Partial truth tables

Sometimes, we do not need to know what happens on every line of a truth table. Some-
times, just a single line or two will do.

Tautology. In order to show that a sentence is a tautology, we need to show that it is
true on every valuation. That is to say, we need to know that it comes out true on every
line of the truth table. So we need a complete truth table.

To show that a sentence is not a tautology, however, we only need one line: a line on which
the sentence is false. Therefore, in order to show that some sentence is not a tautology, it
is enough to provide a single valuation - a single line of the truth table - which makes the
sentence false.

Suppose that we want to show that the sentence ‘(UAT) = (SAW)’is not a tautology. We
set up a PARTIAL TRUTH TABLE:

S T U W/|UAT)->(SAW)
| F

We have only left space for one line, rather than 16, since we are only looking for one
line, on which the sentence is false. For just that reason, we have filled in ‘F’ for the entire
sentence.

The main connective of the sentence is a conditional. In order for the conditional to be
false, the antecedent must be true and the consequent must be false. So we fill these in
on the table:

S T U W/|UAT)>(SAW)
| T F F

In order for the ‘(U A T)’ to be true, both ‘U’ and ‘T’ must be true.

S T U W|UAT)>(SAW)
T T | TTTF F
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Now we just need to make ‘(S A W)’ false. To do this, we need to make at least one of ‘S’
and ‘W’ false. We can make both ‘S’ and ‘W’ false if we want. All that matters is that the
whole sentence turns out false on this line. Making an arbitrary decision, we finish the
table in this way:

S T U W|UAT)>(SAW)
F T T F|TTTFFFF

So we now have a partial truth table, which shows that ‘(UAT) — (SAW)’ is not a tautology.
Put otherwise, we have shown that there is a valuation which makes ‘(UAT) - (SAWY
false, namely, the valuation which makes ‘S’ false, ‘T’ true, ‘U’ true and ‘W’ false.

Contradiction. Showing that something is a contradiction requires a complete truth
table: we need to show that there is no valuation which makes the sentence true; that is,
we need to show that the sentence is false on every line of the truth table.

However, to show that something is not a contradiction, all we need to do is find a valu-
ation which makes the sentence true, and a single line of a truth table will suffice. We can
illustrate this with the same example.

S T U W/|UAT)>(SAW)
| T

To make the sentence true, it will suffice to ensure that the antecedent is false. Since the
antecedent is a conjunction, we can just make one of them false. For no particular reason,
we choose to make ‘U’ false; and then we can assign whatever truth value we like to the
other atomic sentences.

S T U W|UAT)->(SAW)
F T F F|FFTTFFF

equivalence. To show that two sentences are equivalent, we must show that the sen-
tences have the same truth value on every valuation. So this requires a complete truth
table.

To show that two sentences are not equivalent, we only need to show that there is a valu-
ation on which they have different truth values. So this requires only a one-line partial
truth table: make the table so that one sentence is true and the other false.
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Consistency. To show that some sentences are jointly consistent, we must show that
there is a valuation which makes all of the sentence true. So this requires only a partial
truth table with a single line.

To show that some sentences are jointly inconsistent, we must show that there is no valu-
ation which makes all of the sentence true. So this requires a complete truth table: You
must show that on every row of the table at least one of the sentences is false.

Validity. To show that an argument is valid, we must show that there is no valuation
which makes all of the premises true and the conclusion false. So this requires a complete
truth table. (Likewise for entailment.)

To show that argument is invalid, we must show that there is a valuation which makes
all of the premises true and the conclusion false. So this requires only a one-line partial
truth table on which all of the premises are true and the conclusion is false. (Likewise for
a failure of entailment.)

This table summarises what is required:

Yes No
tautology? complete truth table one-line partial truth table
contradiction? complete truth table one-line partial truth table
equivalent? complete truth table one-line partial truth table
consistent? one-line partial truth table complete truth table
valid? complete truth table one-line partial truth table
entailment? complete truth table one-line partial truth table

Practice exercises

A. Use complete or partial truth tables (as appropriate) to determine whether these pairs
of sentences are equivalent:

A, A

A, AV A
A-A A A

AV —B,A— B
AN—-A,-B < B
—|(A/\B), —AV =B
—|(A—>B), —-A - =B
(A—>B), (—|B —>—|A)

PN NP WN e

B. Use complete or partial truth tables (as appropriate) to determine whether these sen-
tences are jointly consistent, or jointly inconsistent:
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1. ANB,C - =B,C
2. A-B,B—>C,A, ~C
3. AVB,BV(C,C - —A
4. A,B,C,-D,—-E, F

C. Use complete or partial truth tables (as appropriate) to determine whether each argu-
ment is valid or invalid:

AV(A-> (Ao A) - A
Ao a(BeoA) A
A->BB:A
AVB,BVC,=B ~ ANC
AoBBoCrAoC

Vih W N



14

Expressiveness of Sentential

When we introduced the idea of truth-functionality in §9.1, we observed that every sen-
tence connective in Sentential was truth-functional. As we noted, that property allows
us to represent complex sentences involving only these connectives using truth tables.

Are there other truth functional connectives than those in Sentential? If there were, they
would have schematic truth tables that differ from those for any of our connectives. And
it is easy to see that there are. Consider this proposed connective:

The Sheffer Stroke For any sentences A and B, ‘A | B’ is true if and only if both A4 and
B are false. We can summarize this in the schematic truth table for the Sheffer Stroke:

Mm-S
| W

Inspection of the schematic truth tables for A, v, etc., shows that their truth tables are
different from this one, and hence the Sheffer Stroke is not one of the connectives of
Sentential. It is a connective of English however: it is the ‘neither ... nor ... connective
that features in ‘Siya is neither an archer nor a jockey’, which is false iff she is either.

‘Whether or not” The connective ‘.. whether or not .., as in the sentence ‘Sam is happy
whether or not she’s rich’ seems to have this schematic truth table:

3

A whether or not B’

Mm-S
| W
o]
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This too corresponds to no existing connective of Sentential.

In fact, it can be shown that there are many other potential truth-functional connectives
that are not included in the language Sentential.’

Should we be worried about this, and attempt to add new connectives to Sentential? It
turns out we already have enough connectives to say anything we want to say using a truth-
functional connective. The connectives already in Sentential are TRUTH-FUNCTIONALLY
COMPLETE:

For any truth-functional connective in any language - that is, which has a
truth-table — there is a schematic sentence of Sentential which has the same
truth table.

Remember that a schematic sentence is something like ‘A v =B, where arbitrary
Sentential sentences can fill the places indicated by A and B.

This is actually not very difficult to show. We'll start with an example. Suppose we have
the English sentence ‘Siya is exactly one of an archer and a jockey’. This sentence features
the connective ‘Exactly one of ... and ... In this case, the simpler sentences which are
connected to form the complex sentence are ‘Siya is an archer’ and ‘Siya is a jockey’. The
schematic truth table for this connective is as follows:

[§

Exactly one of A and B’

B
T
F
T
F

oo = &
I

We want now to find a schematic Sentential sentence that has this same truth table. So
we shall want the sentence to be true on the second row, and true on the third row, and
false on the other rows. In other words, we want a sentence which is true on either the
second row or the third row.

Let’s begin by focusing on that second row, or rather the family of valuations correspond-
ing to it. Those valuations include only those that make A true and and B false. These
are the only valuations among those we are considering which make A true and B false.
So they are the only valuations which make both A4 and =B true. So we can construct a
sentence which is true on valuations in that family, and those valuations alone: the con-
junction of A and =B, (A A =B).

There are in fact sixteen truth-functional connectives that join two simpler sentences into a complex
sentence, but Sentential only includes four. (Why sixteen? Because there are four rows of the schem-
atic truth table for such a connective, and each row can have either a T or an F recorded against it,
independent of the other rows, so there are 2 X 2 X 2 X 2 = 16 ways of constructing such a truth-table.)
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Now look at the third row and its associated family of valuations. Those valuations make
A false and B true. They are the only valuations among those we are considering which
make A false and B true. So they are the only valuations among those we are considering
which make both of -4 and B true. So we can construct a schematic sentence which is
true on valuations in that family, and only those valuations: the conjunction of =4 and
B, (=A A B).

Our target sentence, the one with the same truth table as ‘Exactly one of A and B is
true on either the second or third valuations. So it is true if either (A A =B) is true or if
(=A A B) is true. And there is of course a schematic Sentential sentence with just this
profile: (A A =B) V (=A A B).

Let us summarise this construction by adding to our truth table:

‘Exactly one of A and B’

(AN=B)V (=AANB)

B
T
F
T
F

mom o 3| &
el
o
o= =
o=

As we can see, we have come up with a schematic Sentential sentence with the intended
truth table.

This procedure generalises:

1. First, identify the truth table of the target connective;

2. Then, identify which families of valuations (schematic truth table rows) the tar-
get sentence is true on, and for each such row, construct a conjunctive schematic
Sentential sentence true on that row alone. (It will be a conjunction of schematic
letters sentences of those schematic letters which are true on the valuation, and
negated schematic letters, for those schematic letters false on the valuation).

> What if the target connective is true on no valuations? Then let the schematic
Sentential sentence (A A —A) represent it - it too is true on no valuation.

3. Finally, the schematic Sentential sentence will be a disjunction of those conjunc-
tions, because the target sentence is true according to any of those valuations.

> What if there is only one such conjunction, because the target sentence is true
in only one valuation? Then just take that conjunction to be the Sentential
rendering of the target sentence.

Logicians say that the schematic sentences that this procedure spits out are in DISJUNCT-
IVE NORMAL FORM.
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This procedure doesn’t always give the simplest schematic Sentential sentence with a
given truth table, but for any truth table you like this procedure gives us a schematic
Sentential sentence with that truth table. Indeed, we can see that the Sentential sen-
tence ~(A < B) has the same truth table as our target sentence too.

The procedure can be used to show that there is some redundancy in Sentential itself.
Take the connective <. Our procedure, applied to the schematic truth table for A < B,
yields the following schematic sentence:

(ANANB)V (=A N =B).

This schematic sentence says the same thing as the original schematic sentence with the
biconditional as its main connective, without using the biconditional. This could be used
as the basis of a program to remove the biconditional from the language. But that would
make Sentential more difficult to use, and we will not pursue this idea further.

Practice exercises

A. For each of columns (i), (ii) and (iii) below, use the procedure just outlined to find a
Sentential sentence that has the truth table depicted:

| @) | Gi) | (id)

mm o= | &
T4 ®)
434
— -~
—

B. Can you find Sentential schematic sentences which have the same truth table as these
English connectives?

1. ‘A whether or not B’
2. ‘Not both A and B
3. ‘Neither A nor B, but at least one of them’.
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Quantified logic
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Building blocks of Quantifier

15.1 The need to decompose sentences

Consider the following argument, which is obviously valid in English:

Willard is a logician. All logicians wear funny hats. So Willard wears a funny
hat.

To symbolise it in Sentential, we might offer a symbolisation key:

L: Willard is a logician.
A: All logicians wear funny hats.
F: Willard wears a funny hat.

And the argument itself becomes:
LA:F

This is invalid in Sentential. But the original English argument is clearly valid.

The problem is not that we have made a mistake while symbolising the argument. This
is the best symbolisation we can give in Sentential. The problem lies with Sentential
itself. ‘All logicians wear funny hats’ is about both logicians and hat-wearing. By not retain-
ing this structure in our symbolisation, we lose the connection between Willard’s being a
logician and Willard’s wearing a hat.

The basic units of Sentential are atomic sentences, and Sentential cannot decompose
these. To symbolise arguments like the preceding one, we will have to develop a new lo-
gical language which will allow us to split the atom. We will call this language Quantifier,
and the study of this language and its features is quantified logic.

The details of Quantifier will be explained throughout this chapter, but here is the basic
idea for splitting the atom.

First, we have names. In Quantifier, we indicate these with lower case italic letters.
For instance, we might let ‘b’ stand for Bertie, or let ‘i’ stand for Willard. The names of
Quantifier correspond to proper names in English.
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Second, we have predicates. English predicates are expressions like is a dog’ or
‘ is a logician’ These are not complete sentences by themselves. In order to make
a complete sentence, we need to fill in the gap. We need to say something like ‘Bertie
is a dog’ or ‘Willard is a logician’ In Quantifier, we indicate predicates with upper case
italic letters. For instance, we might let the Quantifier predicate ‘D’ symbolise the English
predicate * isa dog’ Then the expression ‘Db’ will be a sentence in Quantifier, which
symbolises the English sentence ‘Bertie is a dog. Equally, we might let the Quantifier
predicate ‘L’ symbolise the English predicate * is a logician’ Then the expression ‘Li’
will symbolise the English sentence ‘Willard is a logician’.

Third, we have quantifiers. For instance, ‘3’ will roughly convey ‘There is at least one ....
So we might symbolise the English sentence ‘there is a dog’ with the Quantifier sentence
‘AxDx’, which we would naturally read out-loud as ‘there is at least one thing, x, such that
x is a dog’.

That is the general idea. But Quantifier is significantly more subtle than Sentential. So
we will come at it slowly.

15.2 Names

In English, a singular term is a word or phrase that refers to a specific person, place, or
thing. The word ‘dog’ is not a singular term, because there are a great many dogs. The
phrase ‘Bertie’ is a singular term, because it refers to a specific terrier. Likewise, the phrase
‘Philip’s dog Bertie’ is a singular term, because it refers to a specific little terrier.

Proper names are a particularly important kind of singular term. These are expressions
that pick out individuals without describing them. The name ‘Emerson’ is a proper name,
and the name alone does not tell you anything about Emerson. Of course, some names are
traditionally given to boys and other are traditionally given to girls. If ‘Hilary’ is used as a
singular term, you might guess that it refers to a woman. You might, though, be guessing
wrongly. Indeed, the name does not necessarily mean that the person referred to is even
a person: Hilary might be a giraffe, for all you could tell just from the name.

In Quantifier, our NAMES are lower-case letters ‘a’ through to . We can add sub-
scripts if we want to use some letter more than once. So here are some singular terms
in Quantifier:

a,b,c,...1, a4, f32,j390, M12-

These should be thought of along the lines of proper names in English. But with one differ-
ence. ‘Antony Eagle’ is a proper name, but there are a number of people with this name.
(Equally, there are at least two people with the name ‘P.D. Magnus’ and several people
named ‘Tim Button’) We live with this kind of ambiguity in English, allowing context to
individuate the fact that ‘Antony Eagle’ refers to one of the contributors to this book, and
not some other guy. In Quantifier, we do not tolerate any such ambiguity. Each name
must pick out exactly one thing. (However, two different names may pick out the same
thing.)
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As with Sentential, we can provide symbolisation keys. These indicate, temporarily, what
a name shall pick out. So we might offer:

e: Elsa
g: Gregor
m: Marybeth

You may have been taught in school that a noun is a naming word. It is safe to use names in
Quantifier to symbolise proper nouns. But dealing with common nouns is a more subtle
matter. Even though they are often described as ‘general names’, common nouns actually
function as names relatively rarely. One type of common noun which often functions as
a name are NATURAL KIND TERMS like ‘gold” and ‘tiger’. These are common nouns which
really do name a kind of thing. Consider this example:

Gold is scarce;
Nothing scarce is cheap;
So: Gold isn’t cheap.

This argument is valid in virtue of its form. The form of the first premise has the phrase
‘ is scarce’ being predicated of ‘gold’, in which case, ‘gold’ must be functioning as a
name in this argument. But * is gold’ is a perfectly good predicate too, so we cannot
simply treat all natural kind terms as proper names of general kinds.

15.3 Predicates

The simplest predicates denote properties of individuals. They are things you can say
about an object. Here are some examples of English predicates:

isa dog
is a member of Monty Python
A piano fell on

In general, you can think about predicates as things which combine with singular terms
to make sentences. Conversely, you can start with sentences and make predicates out of
them by removing terms. Consider the sentence, ‘Vinnie borrowed the family car from
Nunzio. By removing a singular term, we can obtain any of three different predicates:

borrowed the family car from Nunzio
Vinnie borrowed from Nunzio
Vinnie borrowed the family car from
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Quantifier predicates are capital letters A through Z, with or without subscripts. We
might write a symbolisation key for predicates thus:

Ax: x 1S angry
Hx: x i1s happy

(Why the subscripts on the gaps? We shall return to this in §17.)

If we combine our two symbolisation keys, we can start to symbolise some English sen-
tences that use these names and predicates in combination. For example, consider the
English sentences:

1. Elsa is angry.
2. Gregor and Marybeth are angry.
3. If Elsa is angry, then so are Gregor and Marybeth.

Sentence 1 is straightforward: we symbolise it by ‘Ae’.

Sentence 2: this is a conjunction of two simpler sentences. The simple sentences can
be symbolised just by ‘A4g’ and ‘Am’ Then we help ourselves to our resources from
Sentential, and symbolise the entire sentence by ‘Ag A Am’. This illustrates an important
point: Quantifier has all of the truth-functional connectives of Sentential.

Sentence 3: this is a conditional, whose antecedent is sentence 1 and whose consequent is
sentence 2. So we can symbolise this with ‘Ae —» (Ag A Am)’.

Actually we can make an elegant further assumption to incorporate Sentential entirely
within Quantifier. A predicate combines with singular terms to make sentences. But
some English predicates combine with zero singular terms to make a sentence. We see this
in weather expressions like ‘it is snowing) in which the pronoun ‘it’ doesn'’t actually refer
to anything. This predicate does not denote a property of individuals, because there is no
way to attach it to a particular individual. (Try substituting some proper name for ‘it’ in ‘it
is raining’ and see what nonsense you get.) Such predicates rather are already sentences by
themselves, symbolised by capital letters ‘A’ through ‘Z’ without any adjacent name. This
is exactly how we treated the grammar of atomic sentences of Sentential. So we can in
fact simply include all atomic sentences of Sentential among these special predicates of
Quantifier. Since Quantifier has all the connectives of Sentential and all the atomic
sentences, we see that every sentence of Sentential is also a sentence of Quantifier.

15.4 Quantifiers

We are now ready to introduce quantifiers. Consider these sentences:

4. Everyone is happy.
5. Someone is angry.
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It might be tempting to symbolise sentence 4 as ‘He A Hg A Hm'. Yet this would only say
that Elsa, Gregor, and Marybeth are happy. We want to say that everyone is happy, even
those with no names.

Note that 4 and 5 can be roughly paraphrased like this:

6. Every person is such that: they are happy.
7. Some person is such that: they are angry.

In each of these, we have an instance of singular ‘they’ which is governed by the preced-
ing phrase. That phrase tells us who this instance of ‘they’ is pointing to - is it pointing
severally to everyone, as in 67 Or to just someone, though perhaps it is unknown which
particular person it is, as in 7? In this sort of construction, the sentence ‘they are happy’
headed by the bare pronoun is called an OPEN SENTENCE. An open sentence in English can
be used to say something meaningful, if the circumstances permit a unique interpretation
of the pronoun. But in many cases no such unique interpretation is possible. If | gesture
at a crowd and say simply ‘he is angry, I may not manage to say anything meaningful if
there is no way to eatablish which person this use of ‘he’ is pointing to. The other part
of the sentence, the ‘every person is such that ../ part, is called a QUANTIFER PHRASE. The
occurence of the quantifier phrase gives us guidance about how to interpret the pronoun.

The treatment of quantifier phrases in Quantifier actually follows the structure of these
paraphrases rather well. The role of the pronoun is played by a VARIABLE. In Quantifier,
variables are italic lower case letters ‘s’ through ‘Z, with or without subscripts. They com-
bine with predicates to form open sentences of the form ‘Ax’. An open sentence combines
with a quantifier phrase to form a sentence. (Notice that I have here returned to the prac-
tice of using ‘A’ as a metavariable, from §7.)

The first quantifier from Quantifier we meet is the UNIVERSAL QUANTIFIER, symbol-
ised ‘v, and which corresponds to ‘every. Unlike English, we always follow a quantifier
in Quantifier by the variable it governs, to avoid the possibility of confusion. Putting
this all together, we might symbolise sentence 4 as ‘VxHx’ The variable ‘x’ is serving as a
kind of placeholder. The expression ‘Vx’ intuitively means that you can pick anyone to be
temporarily denoted by ‘x’. The subsequent ‘Hx’ indicates, of that thing you picked out,
that it is happy. (Note that pronoun again.)

[ should say that there is no special reason to use ‘x’ rather than some other variable. The
sentences ‘VxHx), ‘VyHy’, ‘VzHz, and ‘VxsHxs use different variables, but they will all be
logically equivalent.

To symbolise sentence 5, we introduce a second quantifier: the EXISTENTIAL QUANTIFIER,
‘3’. Like the universal quantifier, the existential quantifier requires a variable. Sentence 5
can be symbolised by ‘IxAx". Whereas ‘VxAx’ is read naturally as ‘for all x, it (x) is angry,
‘IxAx’ is read naturally as ‘there is something, x, such that it (x) is angry’ Once again, the
variable is a kind of placeholder; we could just as easily have symbolised sentence 5 with
‘9zAZ), ‘Iw, 56 AW, 56, Or whatever.
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Some more examples will help. Consider these further sentences:

8. No one is angry.
9. There is someone who is not happy.
10. Not everyone is happy.

Sentence 8 can be paraphrased as, ‘It is not the case that someone is angry’. We can then
symbolise it using negation and an existential quantifier: ‘~3xAx’. Yet sentence 8 could
also be paraphrased as, ‘Everyone is not angry. With this in mind, it can be symbolised
using negation and a universal quantifier: ‘Vx—Ax’. Both of these are acceptable symbol-
isations. Indeed, it will transpire that, in general, Vx— is logically equivalent to =3xA.
Symbolising a sentence one way, rather than the other, might seem more ‘natural’ in some
contexts, but it is not much more than a matter of taste.

Sentence 9 is most naturally paraphrased as, ‘There is some x, such that x is not happy’.
This then becomes ‘Ix—Hx. Of course, we could equally have written ‘=VxHx’, which we
would naturally read as ‘it is not the case that everyone is happy’. And that would be a
perfectly adequate symbolisation of sentence 10.

Quantifiers get their name because they tell us how many things have a certain feature.
Quantifier allows only very crude distinctions: we have seen that we can symbolise
‘no one), ‘someone), and ‘everyone’ English has many other quantifier phrases: ‘most, ‘a
few), ‘more than half’, ‘at least three, etc. Some can be handled in a roundabout way in
Quantifier, as we will see: the numerical quantifier ‘at least three) for example, we will
meet again in §18. But others, like ‘most) are simply unable to be reliably symbolised in
Quantifier.

15.5 Domains

Given the symbolisation key we have been using, ‘VxHx’ symbolises ‘Everyone is happy’.
Who is included in this everyone? When we use sentences like this in English, we usually
do not mean everyone now alive on the Earth. We certainly do not mean everyone who
was ever alive or who will ever live. We usually mean something more modest: everyone
now in the building, everyone enrolled in the ballet class, or whatever.

In order to eliminate this ambiguity, we will need to specify a DOMAIN. The domain is just
the things that we are talking about. So if we want to talk about people in Chicago, we
define the domain to be people in Chicago. We write this at the beginning of the symbol-
isation key, like this:

domain: people in Chicago
The quantifiers range over the domain. Given this domain, ‘vVx’ is to be read roughly as

‘Every person in Chicago is such that ../ and ‘3x’ is to be read roughly as ‘Some person in
Chicago is such that ....
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In Quantifier, the domain must always include at least one thing. Moreover, in English
we can conclude ‘something is angry’ when given ‘Gregor is angry’. In Quantifier, then,
we shall want to be able to infer ‘IxAx’ from ‘Ag’. So we shall insist that each name must
pick out exactly one thing in the domain. If we want to name people in places beside
Chicago, then we need to include those people in the domain.

A domain must have at least one member. A name must pick out exactly one
member of the domain. But a member of the domain may be picked out by
one name, many names, or none at all.

In permitting multiple domains, Quantifier follows the lead of natural languages like
English. Consider an argument like this:

1. All the beer has been drunk; so we're going to the bottle-o.

The premise says that all the beer is gone. But the conclusion only makes sense if there
is more beer at the bottle shop. So whatever domain of things we are talking about when
we state the premise, it cannot include absolutely everything. In Quantifier, we sidestep
the interesting issues involved in deciding just what domain is involved in evaluating sen-
tences like ‘all the beer has been drunk’, and explicitly include the domain of quantifica-
tion in our symbolisation key.
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Sentences with one quantifier

We now have all of the pieces of Quantifier. Symbolising more complicated sentences
will only be a matter of knowing the right way to combine predicates, names, quantifiers,
and connectives. There is a knack to this, and there is no substitute for practice.

16.1 Dealing with complex adjectives

When we encounter a sentence like
1. Herbie is a white car,

we can paraphrase this as ‘Herbie is white and Herbie is a car’. We can then use a symbol-
isation key like:

Wx: x is white
Cx: x 18 @ car

h: Herbie

This allows us to symbolise sentence 1 as ‘Wh A Ch’. But now consider:

2. Julia Gillard is a former prime minister.
3. Julia Gillard is prime minister.

Following the case of Herbie, we might try to use a symbolisation key like:

Fx: » 1s former
Px: » is Prime Minister
j: Julia Gillard.

Then we would symbolise 2 by ‘Fj A Pj’, and symbolise 3 by ‘Pj’. That would however be a
mistake, since that symbolisation suggests that the argument from 2 to 3 is valid, because
the symbolisation of the premise does logically entail the symbolisation of the conclusion.

‘White’ is a SUBSECTIVE adjective, which is a fancy way of saying that the white Fs are
among the Fs: any white car is a car, just like any successful lawyer is a lawyer. But ‘former’
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is a PRIVATIVE adjective, which means that any former F is not now among the Fs. Other
privative adjectives occur in phrases such as ‘fake diamond, ‘Deputy Lord Mayor’, and
‘mock trial. When symbolising these sentences, you cannot treat them as a conjunction.
So you will need to symbolise is a fake diamond’ and is a diamond’ using
completely different predicates, to avoid a spurious entailment between them. The moral
is: when you see two adjectives in a row, you need to ask yourself carefully whether they
are subsective, and can be treated as a conjunction, or not.’

Things are a bit more complicated, however. Recall this example from page 56:
Daisy is a small cow.

We note that a small cow is definitely a cow, and so it seems we can treat ‘small’ as a
subsective adjective. We might formalise this sentence like this: ‘Sd A Cd’, assuming this
symbolisation key:

Sx: » 1s small
Cx: x 18 2 cow

d: Daisy
But note that our symbolisation would suggest that this argument is valid:

4. Daisy is a small cow; so Daisy is small.

The symbolised argument, Sd A Cd - Sd, is clearly valid.

But the original argument 4 is not valid. Even a small cow is still rather large. (Likewise,
even a short basketball player is still generally well above average height.) The point is that
‘ x is asmall cow’ denotes the property something has when it is small for a cow, while

« is small’ denotes the property of being a small thing. (In ordinary speech we tend
to keep the ‘for an F’ part of these phrases silent, and let our conversational circumstances
supply it automatically.) But neither should we treat ‘small’ as a non-subsective adjective.
If we do, we will be unable to account for the valid argument ‘Daisy is a small cow, so Daisy
is a cow’.

[§

The correct symbolisation key will thus be this, keeping the other symbols as they were:
Sx: x is small-for-a-cow

On this symbolisation key, the valid formal argument Sd A Cd - Cd corresponds to this
valid argument, as it should:

! This caution also applies to adjectives which are neither subsective nor privative, like ‘alleged’ in ‘alleged
murderer’. These ought not be symbolised by conjunction either.
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Daisy is a cow that is small-for-a-cow; so Daisy is a cow.
Likewise, this rather unusual English argument turns out to be valid too:
Daisy is a cow that is small-for-a-cow; so Daisy is small-for-a-cow.

(Note that it can be rather difficult to hear the English sentence ‘Daisy is small as saying
the same thing as the conclusion of this argument, ‘Daisy is small for a cow’, which explains
why ‘Daisy is a small cow, so Daisy is small’ strikes us as invalid.)

If we take these observations to heart, there are many subsective adjectives which can
change their meaning depending on what predicate they are paired with. Small-for-an-oil-
tanker is a rather different size property than small-for-a-mouse, but in ordinary English
we use the phrases ‘small oil tanker’ and ‘small mouse’ without bothering to make these
different senses of ‘small’ explicit. When symbolising, it is best to make them very explicit,
because doing so blocks the fallacious argument from ‘Daisy is a small cow’ to ‘Daisy is
small, where the natural sense of the conclusion is the generic size claim ‘Daisy is small-
for-a-thing’

The upshot is this: though you can symbolise ‘Daisy is a small cow’ as a conjunction, you
will need to symbolise * is a small cow’ and ° is a small animal’ using different
predicates of Quantifier to stand for the different appearances of ‘small’ - to symbolise
‘small for a cow’ and ‘small for an animal.

The overall message is not particularly specific: treat adjectives with care, and always think
about whether a conjunction or some other symbolisation best captures what is going
on in the English. There is no substitute for practice in developing a good sense of how
symbolise arguments.

16.2 Common quantifier phrases
Consider these sentences:

5. Every coin in my pocket is a quarter.

6. Some coin on the table is a dime.

7. Not all the coins on the table are dimes.
8. None of the coins in my pocket are dimes.

In providing a symbolisation key, we need to specify a domain. Since we are talking about
coins in my pocket and on the table, the domain must at least contain all of those coins.
Since we are not talking about anything besides coins, we let the domain be all coins.
Since we are not talking about any specific coins, we do not need to need to deal with any
names. So here is our key:
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domain: all coins
Px: x is in my pocket
Tx: » is on the table
Qx: x is a quarter
Dx: » 1s a dime

Sentence 5 is most naturally symbolised using a universal quantifier. The universal quanti-
fier says something about everything in the domain, not just about the coins in my pocket.
Sentence 5 can be paraphrased as ‘for any coin, if that coin is in my pocket then it is a
quarter’. So we can symbolise it as ‘Vx(Px - Qx).

Since sentence 5 is about coins that are both in my pocket and that are quarters, it might be
tempting to translate it using a conjunction. However, the sentence ‘Vx(Px A Qx)’ would
symbolise the sentence ‘every coin is both a quarter and in my pocket’ This obviously
means something very different than sentence 5. And so we see:

A sentence can be symbolised as Vx(Fx — Gx) if it can be paraphrased in
English as ‘every F is G..

Sentence 6 is most naturally symbolised using an existential quantifier. It can be para-
phrased as ‘there is some coin which is both on the table and which is a dime’. So we can
symbolise it as ‘Ix(Tx A Dx).

Notice that we needed to use a conditional with the universal quantifier, but we used a
conjunction with the existential quantifier. Suppose we had instead written ‘Ix(Tx — Dx)’.
That would mean that there is some object in the domain such that if it is T, then it
is also D. For this to be true, we just need something to not be T. So it is very easy for
‘Qx(Tx — Dx)’ to be true. Given our symbolisation, it will be true if some coin is not on
the table. Of course there is a coin that is not on the table: there are coins lots of other
places. That is rather less demanding than the claim that something is both T and D.

A conditional will usually be the natural connective to use with a universal quantifier,
but a conditional within the scope of an existential quantifier tends to say something very
weak indeed. As a general rule of thumb, do not put conditionals in the scope of existential
quantifiers unless you are sure that you need one.

A sentence can be symbolised as 3x(FxAGx) if it can be paraphrased in English
as ‘some F is G’

Sentence 7 can be paraphrased as, ‘It is not the case that every coin on the table is a
dime’. So we can symbolise it by ‘=Vx(Tx — Dx)’ You might look at sentence 7 and para-
phrase it instead as, ‘Some coin on the table is not a dime’. You would then symbolise it by
‘Qx(Tx A =Dx)’. Although it is probably not immediately obvious yet, these two sentences
are logically equivalent. (This is due to the logical equivalence between —VxA and 3x—A,
mentioned in §15, along with the equivalence between —(A — B) and A A —B.)
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Sentence 8 can be paraphrased as, ‘It is not the case that there is some dime in my pocket’.
This can be symbolised by ‘=3x(Px A Dx)’. It might also be paraphrased as, ‘Everything in
my pocket is a non-dime) and then could be symbolised by ‘Vx(Px — —Dx)’. Again the
two symbolisations are logically equivalent. Both are correct symbolisations of sentence
8.

16.3 Empty predicates

In §15, [ emphasised that a name must pick out exactly one object in the domain. However,
a predicate need not apply to anything in the domain. A predicate that applies to nothing
in the domain is called an EMPTY predicate. This is worth exploring.

Suppose we want to symbolise these two sentences:

9. Every monkey knows sign language
10. Some monkey knows sign language

It is possible to write the symbolisation key for these sentences in this way:

domain: animals
Mx: x is @ monkey.
Sx: x knows sign language.

Sentence 9 can now be symbolised by ‘Vx(Mx — Sx)’ Sentence 10 can be symbolised as
‘x(Mx A Sx).

It is tempting to say that sentence 9 entails sentence 10. That is, we might think that it is
impossible for it to be the case that every monkey knows sign language, without it’s also
being the case that some monkey knows sign language. But this would be a mistake. It is
possible for the sentence ‘Vx(Mx — Sx)’ to be true even though the sentence ‘Ix(MxASx)’
is false.

How can this be? The answer comes from considering whether these sentences would be
true or false if there were no monkeys. If there were no monkeys at all (in the domain),
then ‘Vx(Mx — Sx)’ would be vacuously true: take any monkey you like - it knows sign
language! But if there were no monkeys at all (in the domain), then ‘Ix(Mx A Sx)’ would
be false.

In Quantifier, a universally quantified sentence of the form VxAx — Bx is false only if
we can find something which is A without being B. If we can’t find such a thing, perhaps
because we can't find anything which is A in the first place, then the sentence will be true
(since truth is just lack of falsity, and this sentence isn’t false because we can’t find a case
that falsifies it).

Another example will help to bring this home. Suppose we extend the above symbolisation
key, by adding:
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Rx: x is a refrigerator

Now consider the sentence ‘Vx(Rx - Mx)’ This symbolises ‘every refrigerator is a monkey’.
And this sentence is true, given our symbolisation key. This is counterintuitive, since we
do not want to say that there are a whole bunch of refrigerator monkeys. It is important
to remember, though, that ‘Vx(Rx — Mx)’ is true iff any member of the domain that is
a refrigerator is a monkey. Since the domain is animals, there are no refrigerators in the
domain. Again, then, the sentence is vacuously true.

If you were actually dealing with the sentence ‘All refrigerators are monkeys, then you
would most likely want to include kitchen appliances in the domain. Then the predicate ‘R’
would not be empty and the sentence ‘Vx(Rx — Mx)  would be false. Remember, though,
that a predicate is empty only relative to a particular domain.

When F is an empty predicate relative to a given domain, a sentence Vx(Fx —
...) will be vacuously true of that domain.

16.4 Picking a domain

The appropriate symbolisation of an English language sentence in Quantifier will depend
on the symbolisation key. Choosing a key can be difficult. Suppose we want to symbolise
the English sen